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Abstract

Pattern Formation in the Weakly Nonlinear and Singularly Perturbed Regimes of the

Brusselator Model

Justin Cheng Tzou

This thesis is in two parts. The first part is an analytical andnumerical study of patterns

near a codimension two Turing Hopf point of the one dimensional Brusselator model. For the

superdiffusive variant, we derive amplitude equations describing slow time evolution of the

Turing and Hopf modes. The main qualitative differences from the regular diffusion analog are

the presence of a second long spatial scale owing to non-quadratic behavior near the minimum

of the Hopf stability curve, and that the evolution of the Hopf mode is governed by an integro-

differential equation. In a numerical study farther in the nonlinear regime, we use a modified

Fourier spectral method to compute spatiotemporal patterns and compare to those found in the

regular diffusion model. In both cases, we find a large numberof solutions characterized by

the coexistence of stationary stripes and low wavenumber temporally oscillating “cells,” the

shapes of which depend on superdiffusion exponents. For theregular diffusion model, we

employ the AUTO package to continue such Turing-Hopf solutions in parameter space. We
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find that the solutions are organized on snaking branches characterized by a series of saddle-

node bifurcations, analogous to those found for stationarypinning solutions. Observations in

wavelength variation, location of snaking region, and direction of front depinning, are explained

in terms of the amplitude equations. In the second part of this thesis, we study pulse patterns

in a singularly perturbed regime of the regular diffusion model with prescribed boundary feed.

We find that the boundary feed breaks the symmetric spacing ofequilibrium pulse patterns.

A differential-algebraic system of equations (DAE) is derived, governing asymptotically slow

translations of quasi-equilibrium pulse patterns. Criteria for slow translational instabilities are

determined from a stability analysis of the DAE. Fast amplitude instabilities, characterized by

pulse collapse events or synchronous and asynchronous oscillations, are studied by analyzing a

nonlocal eigenvalue problem. These results are related back to the slow translations, whereby

it is found that the latter may dynamically trigger fast instabilities in an initially stable pulse

pattern.
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CHAPTER 1

Interaction of Turing and Hopf Modes in the Superdiffusive Model Near a

Codimension Two Bifurcation Point

In this chapter, spatiotemporal patterns near a codimension-2 Turing-Hopf point of the one

dimensional superdiffusive Brusselator model are analyzed. The superdiffusive Brusselator

model differs from its regular counterpart in that the Laplacian operator of the regular model

is replaced by∂α/∂ |ξ|α, 1 < α < 2, an integro-differential operator that reflects the nonlocal

behavior of superdiffusion. The order of the operator,α, is a measure of the rate of superdiffu-

sion, which, in general, can be different for each of the two components. A weakly nonlinear

analysis is used to derive two coupled amplitude equations describing the slow time evolution

of the Turing and Hopf modes. We seek special solutions of theamplitude equations, namely a

pure Turing solution, a pure Hopf solution, and a mixed mode solution, and analyze their sta-

bility to long-wave perturbations. We find that the stability criteria of all three solutions depend

greatly on the rates of superdiffusion of the two components. In addition, the stability properties

of the solutions to the anomalous diffusion model are different from those of the regular diffu-

sion model. Numerical computations in a large spatial domain, using Fourier spectral methods

in space and second order predictor-corrector method in time are used to confirm the analysis

and also to find solutions not predicted by the weakly nonlinear analysis, in the fully nonlinear

regime. Specifically, we find a large number of steady state patterns consisting of a localized

region or regions of stationary stripes in a background of time periodic cellular motion, as well
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as patterns with a localized region or regions of time periodic cells in a background of station-

ary stripes. Each such pattern lies on a branch of such solutions, is stable and corresponds to a

different initial condition. The patterns correspond to the phenomenon of pinning of the front

between the stripes and the time periodic cellular motion. While in some cases it is difficult

to isolate the effect of the diffusion exponents, we find characteristics in the spatiotemporal

patterns for anomalous diffusion that we have not found for regular (Fickian) diffusion.

1.1. Introduction

Studies of anomalous diffusion have recently been appearing in the literature as more pro-

cesses have been observed to exhibit behavior that cannot bedescribed by regular (Fickian)

diffusion. These processes can often be described by modelswith subdiffusion or superdif-

fusion, where, under a random walk description, the mean square displacement of a particle

scales as〈x2(t)〉 ∼ tγ , with 0 < γ < 1 for subdiffusion, and1 < γ < 2 for superdiffusion,

rather than linearly in time. Subdiffusion has been observed in many applications, including

charge carrier transport in amorphous semiconductors, andnuclear magnetic resonance dif-

fusometry in percolative and porous systems, while superdiffusion has been observed in e.g.,

transport in heterogeneous rocks, quantum optics, and single molecule spectroscopy [71]. We

consider an especially interesting case of superdiffusion, Lévy flights, which is characterized by

a jump length distribution having infinite moments. On the macroscopic scale, Lévy flights are

described by a diffusion equation where the second order spatial derivative is replaced by a frac-

tional derivative∂α/∂ |ξ|α, 1 < α < 2, defined as a non-local integro-differential operator [71].

The definition of the operator∂α/∂ |ξ|α, and its action in Fourier space, is given as [25]
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∂α/∂ |ξ|α ≡ −1

2 cos(απ/2)

[

−∞D
α
ξ +ξ D

α
∞
]

;

−∞D
α
ξ φ(ξ) ≡ 1

Γ(2 − α)

∂2

∂ξ2

∫ ξ

−∞

φ(η)

(ξ − η)α−1
dη ,

ξD
α
∞φ(ξ) ≡ 1

Γ(2 − α)

∂2

∂ξ2

∫ ∞

ξ

φ(η)

(η − ξ)α−1
dη ,

and

F [∂αu(ξ)/∂ |ξ|α](k) = −|k|αF [u(ξ)](k) , (1.1)

where1 < α < 2 and F [·] denotes the Fourier transform. A description of superdiffu-

sion as well as subdiffusion in the context of continuous time random walks with power-law-

distributions for jump lengths and waiting times is given in[54].

Previous works on reaction-superdiffusion equations havederived and studied amplitude

equations near a Hopf [77] bifurcation with general reaction dynamics, where it was shown that

the Benjamin-Feir stability criterion is unchanged from regular diffusion, while the Eckhaus

stability boundary depended on the superdiffusive exponent. For two dimensions, amplitude

equations near the Turing bifurcation point of the superdiffusive Brusselator model were de-

rived in [38]. It was shown that, contrary to regular diffusion, the homogeneous state could be

unstable to a Turing mode even if the activator diffused faster than the inhibitor. Conversely, it

was shown in [75] that in the case of a general reaction-subdiffusion equation that, in the limit

of short wave perturbations, the homogeneous state is always stable when the subdiffusion of

the inhibitor is slower than that of the activator. A generalization of this criteria was derived

in [76] for the case where the diffusion and reaction terms were allsubject to different rates of

subdiffusion. For a different type of coupling between reaction and subdiffusion terms studied
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in [111], subdiffusion of the inhibitor was shown to delay the onsetof Turing instability, while

subdiffusion of the activator was shown to have a destabilizing effect. The incorporation of

reaction terms into subdiffusive systems has been the subject of many studies since the findings

of [93]. Subsequent studies may be found in [35,41,64,89] and references therein.

In this chapter, we investigate the effects of superdiffusion on the interactions between Hopf

and Turing instabilities of the Brusselator model by deriving amplitude equations and studying

instabilities of their solutions to long-wave perturbations, thus leading to the identification of

the parameter values at which new solutions may bifurcate. Similar studies near a codimension

two Turing-Hopf point (C2THP) of the regular Brusselator model have been done in [22], [112].

We also discuss the results of numerical computations in both the weakly and fully nonlinear

regimes. In this chapter, we consider both the regular and superdiffusive one dimensional Brus-

selator model and identify characteristics of spatiotemporal patterns obtained near the C2THP

that are unique to each. In the anomalous case, we consider cases of equal diffusion exponents,

unequal but close diffusion exponents, and where one diffusion is regular while the other is

anomalous.

1.2. The model, the basic solution, and its linear stability

We consider the Brusselator model, long a paradigm for nonlinear analysis, given by

∂f

∂τ
= Df

∂αf

∂ |ξ|α + E − (B + 1)f + f 2g , τ > 0 , ξ ∈ R , (1.2a)

∂g

∂τ
= Dg

∂βg

∂ |ξ|β
+Bf − f 2g, τ > 0 , ξ ∈ R . (1.2b)
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The diffusion coefficientsDf , Dg, the activator input rateE, and the control parameterB, are

positive quantities. The equilibrium (basic) state of thissystem is(f, g) = (E,B/E) for all

values of the parameters.

Rescaling (1.2a) and (1.2b) usingf = E+u∗u, g = B/E+v∗v, τ = t, andξ = ℓ∗x, where

u∗ = (Dg/D
β/α
f )1/2, v∗ = 1/u∗, andℓ∗ = D

1/α
f , the Brusselator system becomes

∂u

∂t
=

∂αu

∂ |x|α + (B − 1)u+Q2v +
B

Q
u2 + 2Quv + u2v , t > 0 , x ∈ R , (1.3a)

η2∂v

∂t
=

∂βv

∂ |x|β
− Bu−Q2v − B

Q
u2 − 2Quv − u2v , t > 0 , x ∈ R . (1.3b)

whereη =
√

D
β/α
f /Dg > 0, Q = Eη > 0, andx and t represent the rescaled spatial and

temporal variables, respectively. The equilibrium state is now atu = v = 0.

To determine the stability of the critical point, we consider the normal mode solution, ob-

taining the dispersion relation between the growth rateσ and the wave numberk > 0, η2σ2 +

M1σ+M2 = 0, whereM1 = Q2+kβ−η2(B−1−kα), andM2 = BQ2+(kβ+Q2)(1+kα−B).

Hopf bifurcation occurs ifM1 = 0 andM2 > 0, which yields two pure imaginary eigen-

values. M1 = 0 corresponds toB = kβ/η2 + kα + 1 + Q2/η2, which has a minimum,

B
(H)
cr = 1 +Q2/η2 atk = 0. The basic state is stable (unstable) forB < B

(H)
cr (B > B

(H)
cr ). In

the unstable case, a spatially homogeneous oscillatory mode emerges. Fork = 0 andB = B
(H)
cr ,

the eigenvalueσ = iQ/η ≡ iω, whereω is the frequency of the oscillatory mode, while

c† = (1, Qη2/(Q+ iη)) andc = (1, (iη −Q)/(Qη2))
T are the left and right eigenvectors,

respectively.
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Turing instability occurs whenM2 = 0 andM1 > 0, which yieldsB = (Q2 + kβ)(1 +

kα)/kβ. It has a single minimum(kcr, B
(T )
cr ), given parametrically by

B(T )
cr =

(1 + z)2

1 + (1 − s)z
, Q2 =

sz1+1/s

1 + (1 − s)z
, kcr = z1/α ,

wheres = α/β. SinceQ is real, we find that0 < z < ∞ if 1/2 < s ≤ 1, and0 < z <

1/(s − 1) if 1 < s < 2. The corresponding left and right eigenvectors of the zero eigenvalue

are, respectively,a† = (1, szη2
c/(1 + z)) anda =

(

z1/s,−1 − z
)T

. For the Turing instability, a

time-independent spatially periodic pattern may emerge with spatial wave numberk = kcr.

Turing and Hopf instability thresholds coincide at the C2THP whereB = B
(T )
cr = B

(H)
cr ≡

Bcr, which occurs whenη = ηc ≡
√

sz1/s/(z + s+ 1). Thus, as the control parameterB is

increased beyondBcr, a Turing mode and a Hopf mode simultaneously bifurcate fromthe basic

state, giving rise to terms of the formAaeikcrx andCceiωt in (u, v)T. We note thatBcr, Q, ηc,

and the activator input rate,E = Q/ηc, are increasing functions ofz for all allowed values ofz.

1.3. Weakly nonlinear analysis

We analyze the system near the C2THP, i.e., letη = ηc + ǫ2η2 (0 < ǫ ≪ 1). If η2 > 0

(< 0), the Hopf (Turing) mode appears first as the parameterB is increased. We interpret this

as changing the parameterE, keepingQ constant. Thus, changingη2 will only affect the Hopf

stability curve, not the Turing curve. Also, letB = Bcr + ǫ2µ, whereµ > 0 is a realO(1)

quantity. This leads to the presence of two time scales. The original time scale,t, appears

with oscillation frequencyω, while the slow time scale,T = ǫ2t, accounts for the slow time

evolution of the Turing and Hopf modes. The three relevant spatial scales arex, X1 = ǫx, and

X2/α = ǫ2/αx, where the scaling forX2/α is chosen under the condition thatα < β. If α > β,
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the third spatial scale would instead beX2/β . While we consider both cases in Section 1.4, the

explicit expressions are forα < β.

With the relevant scales established, we allow for the possibility of bothA andC to be func-

tions of the slow time scale as well as the two long spatial scales. Then, since the Turing mode

may be a function of all three spatial scales and the Hopf modea function of the two long spatial

scales, we require analogs of the chain rule to obtain expressions for how the operator∂γ/∂ |x|γ

acts onu andv. While nothing in the linear stability analysis of Section 1.2 prevents the Hopf

mode from being a function of the two long spatial scales, solvability conditions discussed be-

low in the weakly nonlinear analysis limit the Hopf mode dependence toX2/α only. Then, since

the expression obtained by applyingdγ/d|x|γ to a function of the formF (x,X1, X2/α) does not

reduce to the expression obtained by applying the operator to a function of the formG(X2/α)

simply by letting∂/∂x = ∂/∂X1 = 0, we decompose the solutionsu andv into sums of func-

tions of the formF (x,X1, X2/α, t, T ) andG(X2/α, t, T ). SinceF accounts for allx-dependent

terms, whether or not they depend onX1 and/orX2/α, whileG accounts for allx-independent

terms, this decomposition captures all possible terms thatcan arise inu andv. We utilize the

product rule [83] for 1 < γ < 2,

dγ(fg)

d|x|γ =

∞
∑

j=0







γ

j







dγ−jf

d|x|γ−j

djg

dxj
,

to compute
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dγF (x,X1, X2/α)

d|x|γ =

(

∂γ

∂|x|γ + γ
∂γ−1

∂|x|γ−1

(

ǫ
∂

∂X1
+ ǫ2/α ∂

∂X2/α

)

+

+ ǫ2
γ(γ − 1)

2

∂γ−2

∂|x|γ−2

∂2

∂X2
1

+ . . .

)

F (x,X1, X2/α) , (1.4)

where we have discarded terms smaller thanO(ǫ2). The computation ofdγG(X2/α)/d|x|γ

requires a simpler version of the chain rule, which givesdγG/d|x|γ = ǫ2γ/αdγG/d|X2/α|γ,

whereγ is eitherα or β.

Due to the fractional powers ofǫ in (1.4), we include fractional powers in the expansions of

u andv:







u

v






∼ ǫ







u1

v1






+ ǫ2/α







u2/α

v2/α






+ ǫ2







u2

v2






+

ǫ1+2/α







u1+2/α

v1+2/α






+ ǫ3







u3

v3






+ . . . . (1.5)

We decomposeui andvi as







ui

vi






=







u
(A)
i (x,X1, X2/α, t, T )

v
(A)
i (x,X1, X2/α, t, T )






+







u
(C)
i (X2/α, t, T )

v
(C)
i (X2/α, t, T )






, (1.6)

where we associate the letterA with the Turing mode (thoughu(A)
i andv(A)

i also account for

products of pure Turing and pure Hopf terms), and the letterC with the Hopf mode. Ifα > 4/3,
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we must also include anO(ǫ4/α) term in the expansion. Recalling the decomposition in (1.6),

we substitute (1.5) into (1.3a) and (1.3b), and find thatu1 andv1 satisfy

(

∂

∂t
− D0D − M 0

)







u
(A)
1

v
(A)
1






+

(

∂

∂t
− M 0

)







u
(C)
1

v
(C)
1






= 0 , (1.7)

where

D0 =









1 0

0 1
η2

c









, D ≡









∂α

∂|x|α 0

0 ∂β

∂|x|β









, M 0 =









Bcr − 1 Q2

−Bcr

η2
c

−Q2

η2
c









.

Thus







u1

v1






= A(X1, X2/αT )aeikcrx + C(X2/α, T )ceiωt + c.c. ,

wherec.c. denotes complex conjugate. We have allowed onlyA to depend on both long scales.

If we had assumed thatC also depended on both long scales,O(ǫα) andO(ǫβ) terms would

need to be included in (1.5). In this case, solvability conditions atO(ǫ1+α) andO(ǫ1+β) would

require thatC be independent ofX1. These are the solvability conditions mentioned above that

dictate that the Hopf mode can only be a function ofX2/α. To see this, we apply the fractional

operator to a function of the formH(X1, X2/α):
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dγH(X1, X2/α)

d|x|γ =

(

ǫγ
∂γ

∂|X1|γ
+ ǫγ−1+2/αγ

∂γ−1

∂|X1|γ−1

∂

∂X2/α

+

+ ǫγ−2+4/α γ(γ − 1)

2

∂γ−2

∂|X1|γ−2

∂2

∂X2
2/α

+ . . .

)

H(X1, X2/α) . (1.8)

The presence of anO(ǫγ) term in (1.8) would require that we include terms ofO(ǫα), O(ǫβ),

O(ǫ1+α), andO(ǫ1+β) in the expansion ofu in (1.5), among terms of other orders. The right

hand side of theO(ǫ1+α) equation would then contain a secular-producing term







1

0







∂αC

∂|X1|α
eiωt ,

which is not orthogonal toc†, and thus the solvability condition is not met. A similar violation

of the solvability condition is also seen atO(ǫ1+β), and also in the case ofα = β. To avoid this,

we do not allowC to depend onX1.

TheO(ǫ2/α) equation is the same as theO(ǫ) equation, withu2/α andv2/α satisfying the

same homogeneous equation asu1 andv1. Thus we may takeu2/α = v2/α = 0 without loss of

generality (the same applies foru4/α andv4/α).

While the left hand side of theO(ǫ2) equation is the same as that in (1.7), its right hand side

contains secular-producing terms proportional toeikcrx. However, the solvability condition is

satisfied (the secular-producing terms are orthogonal toa†), which leads to the solution
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





u2

v2






= A2p2se

i2kcrx + C2p2te
i2ωt + ACpLe

iφL+

AC∗pRe
iφR + |A|2p0s + |C|2p0t + pse

ikcrx + c.c. ,

whereφL = kcrx+ ωt andφR = kcrx− ωt.

TheO(ǫ1+2/α) equation, like theO(ǫ2) equation, contains secular-producing terms orthogo-

nal toa†. However, whileu1+2/α andv1+2/α are non-zero, they do not enter theO(ǫ3) equation.

Upon solving for the vectorsp2s, p2t, etc., and applying the solvability condition atO(ǫ3), we

obtain, upon rescaling, the amplitude equations

∂A

∂T
= A+

∂2A

∂X2
1

+ ζA|A|2 + ψ2A|C|2 , (1.9a)

∂C

∂T
= ρC + (α1 + iα2)

∂αC

∂|X2/α|α
+ (−|β1| + iβ2)C|C|2 + (δ1 + iδ2)C|A|2 , (1.9b)

whereζ = ±1, depending on the values ofα, β, andz, whileψ2, α1, α2, β1, β2, δ1, andδ2, are

real functions ofα, β, andz. The coefficientρ, while also real, is a function ofα, β, andz, as

well asµ andη2. Finally, it can be shown thatα1 > 0.

We restrictz to the intervalI such thatζ = −1, i.e., there exists nonlinear saturation of the

Turing mode. We also note that (1.9a) and (1.9b) were derivedunder the necessary condition

thatC be independent ofX1. Since (1.9b) contains terms involving bothA andC, |A| must be

spatially homogeneous. Thus, (1.9a) and (1.9b) describe only amplitudesA whose dependence

onX1 takes the formeih(X1) for a real functionh. SinceA can depend on bothX1 andX2/α,

there are no restrictions on the way in whichC can depend onX2/α.
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Lastly, the techniques used here resemble those used for theregular diffusion Brusselator

model. There are, however, important differences, one being that two long spatial scales are

present instead of the single long scaleX1 in the regular model. Secondly, the expansions ofu

andv include fractional orders ofǫ, whereas only integer powers were required in the regular

model. Thirdly, the rules of differentiation require that the solution be decomposed into separate

functions that depend differently on the relevant variables. The resulting form of the amplitude

equations are also different in that the equation forC is now an integro-differential equation. A

shorter version of this section is presented in [98].

1.4. Solutions of the amplitude equations and their long-wave instabilities

In this section, we seek special solutions of (1.9a) and (1.9b), namely a pure Turing solution,

a pure Hopf solution, and a mixed mode solution. We then studythe instabilities of these

solutions to long-wave perturbations. We first consider thepure Turing solution, given byC = 0

andA = ÃeiKAX1 with Ã = (1 − K2
A)1/2. To study its stability, we linearize around it using

A = (Ã+ a(X1, T ))eiKAX1 , andC = c(X2/α, T ). The resulting linearized equations decouple,

so we analyze each separately. A long-wave perturbationa(X1, T ) yields the familiar Eckhaus

stability criterion

|KA| <
1√
3
. (1.10)

If (1.10) is not satisfied, the perturbation grows, changingthe spatial frequency of the solution.

A long-wave perturbationc(X2/α, T ) with wave numberk ≪ 1 results in the dispersion relation

σ = ρ− α1|k|α + Ã2δ1 ± i| − α2|k|α + Ã2δ2|, whose real part must be negative for long-wave

stability. If the real part is positive, the perturbation grows, changing the spatial structure of the
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solution and also introducing a time-oscillatory component. The long-wave stability criterion

is ρ+ Ã2δ1 < 0. If δ1 < 0, long-wave perturbations of the Hopf amplitude decay for all ρ < 0,

or even ifρ > 0 as long asρ remains sufficiently small. Ifδ1 > 0, long-wave perturbations of

the Hopf amplitude can grow even forρ < 0, as long asρ is sufficiently close to 0.

For the regular diffusion model,δ1 > 0 for z . 0.26, or equivalently,ηc . 0.34, meaning

that the inhibitor (g) diffuses significantly faster than the activator (f ). In the anomalous model,

we obtain an analogous result forα andβ, since these two parameters have a greater impact on

the rate of diffusion than do the diffusion coefficients. In contrast to the regular model,δ1 can

be positive even ifα < β, that is, if the inhibitor diffuses more slowly than the activator. For

α . 1.65, δ1 < 0 for all z ∈ I, meaning that sufficiently fast diffusion of the activator makes

it impossible for long-wave perturbations of the Hopf mode to grow if ρ < 0. This behavior is

not seen in the regular model.

Next, we consider the pure Hopf solution, given byA = 0 andC = C̃eiKCX2/α+iΩT with

C̃ = ((ρ − α1|KC |α)/|β1|)1/2 andΩ = −α2|KC|α + β2C̃
2. We note that, since the quantity

ρ−α1|KC |α must be positive,ρmust be positive for the pure Hopf solution to exist. Long-wave

perturbations of the formeσT+ikX2/α yield two growth rates, one of which is negative, the other

of which has the expansion for smallk, σ = a1k + a2k
2 +O(k3), where

a1 = −iα (α1β2 + α2|β1|) |KC|α−1

|β1|
,

and

a2 =
α(α− 1) (α2β2 − α1|β1|)

2|β1|
+
α2α2

1(β
2
1 + β2

2)|KC|α
2|β1|3C̃2

.
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Requiringa2 < 0 for stability leads to the generalized Eckhaus criterion,

|KC |α <
ρ

Rα1
, (1.11)

where

R = 1 +
αα1 (β2

1 + β2
2)

(α− 1)|β1|(α1|β1| − α2β2)
.

Thus, if (1.11) is not satisfied, both the spatial and temporal structures of the solution are altered

as a long-wave perturbation grows with amplitude oscillating at a frequency different fromΩ.

As in the regular diffusion case, the magnitude ofR is greater than unity for allz ∈ I. However,

if α < β, unlike the regular diffusion case,R is positive only forz sufficiently small. Beyond

this interval,R becomes negative so that (1.11) is never satisfied, in which case the pure Hopf

solution must be long-wave unstable. Restrictingz to sufficiently small values for whichR

is positive implies thatBcr, Q, ηc, andE, must all be sufficiently small. For example,ηc

must be less than∼ 0.62, and thus, while the rate of diffusion is dominated by the diffusion

exponentsα andβ, ηc still impacts whether or not the Hopf mode can be long-wave stable.

Note, however, thatηc is not a strict comparison between the diffusion coefficientsDf andDg,

as these parameters do not even have the same units. The qualitative behavior ofR in theα > β

case is the same as for regular diffusion, whereR > 1 for all z ∈ I, suggesting that faster

diffusion of the activator versus the inhibitor may contribute to instability of the pure Hopf

solution.

Finally we consider the mixed mode solution, given byA = ÃeiKAX1, C = C̃eiKCX2/α+iΩT

with
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Ã =

(

ψ2 (ρ− α1|KC |α) + |β1| (1 −K2
A)

∆

)1/2

,

C̃ =

(

ρ− α1|KC|α + δ1 (1 −K2
A)

∆

)1/2

,

where∆ = |β1| − ψ2δ1, andΩ = −α2|KC |α + β2C̃
2 + δ2Ã

2. Of course, we must restrictKA

andKC so thatÃ andC̃ are real. Linearizing (1.9a) and (1.9b) around this mixed mode solution

with small perturbationsa(X2/α, T ) andc(X2/α, T ) results in the coupled equations

∂a

∂T
= (1 −K2

A)a− Ã2(a∗ + 2a) + ψ2

[

ÃC̃ (c∗ + c) + aC̃2
]

, (1.12)

and

∂c

∂T
= −iΩc + ρc + (α1 + iα2)

(

−|KC |αc+ iα|KC |α−1 ∂c

∂X2/α
+

+
α(α− 1)

2
|KC |α−2 ∂2c

∂X2
2/α

)

+ (−|β1| + iβ2)C̃
2(c∗ + 2c)+

+ (δ1 + iδ2)
[

ÃC̃ (a∗ + a) + cÃ2
]

. (1.13)

Eqs. (1.12) and (1.13) contain terms involving botha andc, and so, for consistency, we re-

quirea to depend only onX2/α. We consider two types of perturbations: spatially homogeneous

perturbations of a spatially dependent solution (KA, KC 6= 0), and long-wave perturbations of

a spatially homogeneous solution (KA = KC = 0). For the first case, the resulting dispersion

relation yields two zero eigenvalues and 2 negative eigenvalues as long as∆ > 0, with one

of the eigenvalues turning positive if∆ < 0. If ∆ < 0, the solution decays to either a pure
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Turing or pure Hopf mode, depending on the initial conditions [21], changing the temporal and

spatial structures of the solution. Thus, a necessary (and sufficient) condition for stability of

the spatially dependent mixed mode solution to homogeneousperturbations is∆ > 0. As in

the regular case, there are values ofα andβ for which stability is possible for both sufficiently

large and small values ofz. These occur for(α, β) pairs that are near(2, 2). Sufficiently small

(large)z refers to an interval ofz that ranges from the smallest (largest)z ∈ I to some larger

(smaller)z ∈ I. For (α, β) pairs whereα is sufficiently large, it is possible that∆ > 0 only

for z sufficiently small. More specifically, for all such(α, β) pairs, stability is possible only if

ηc . 0.42. Similarly, for all (α, β) for which stability is only possible for sufficiently largez,

stability is possible only ifηc & 0.65. For some(α, β) pairs withβ sufficiently small, stability

is impossible.

For the spatially homogeneous solution, takingKA = KC = 0, (1.12) remains the same,

while the derivative term in (1.13) is replaced by∂αc/∂|X2/α|α. Upon inserting long-wave per-

turbations of the formeσT+ikX2/α , the resulting dispersion relation yields two zero eigenvalues

and one negative eigenvalue as long as∆ > 0, while the fourth eigenvalue has the expansion

for smallk, σ ∼ aα|k|α, where

aα =
α2(β2 + ψ2δ2) − α1∆

∆
.

Thus, long-wave stability of the spatially homogeneous solution requires∆ > 0 andaα < 0. If

either one of these conditions is not satisfied, a long-wave spatial pattern appears, breaking the

spatial homogeneity. Like the regular diffusion case, there exist(α, β) pairs such that stability

is possible only for sufficiently largez. More specifically, for all such(α, β) pairs, long-wave

stability of the spatially homogeneous mixed mode solutionis possible only ifηc & 0.65. These
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occur forα sufficiently close toβ, but only forα > β. As in the pure Hopf stability analysis,

it appears that theα > β case more closely resembles regular diffusion in terms of stability

properties. Forα < β with α andβ sufficiently large, stability is possible only forz sufficiently

small. For all such(α, β) pairs,ηc . 0.37. For both mixed mode solutions,α andβ determine

whether or not there exist values of parameters, such asηc, for which stability is possible, as for

many(α, β) pairs, stability is impossible.

In summary, the evolution equations (1.9a) and (1.9b) appear similar to their regular diffu-

sion counterparts, but differ both in the behavior of their coefficients, as well as their overall

form, as (1.9b) reflects non-local effects. As a result, the stability criteria differ greatly from

those of regular diffusion. In the stability analysis of thepure Turing solution, there exist(α, β)

such that long-wave perturbations of the Hopf mode cannot grow if ρ < 0 for any value of

z. This is contrary to the regular diffusion case, for which growth is possible if the inhibitor

diffuses sufficiently faster than the activator. Further, we found that there exist(α, β) for which

long-wave perturbations of the Hopf mode can grow forρ < 0 even if the inhibitor diffuses

more slowly than the activator. We also found that, forα < β, there exist values ofz ∈ I such

that stability of the pure Hopf solution is impossible, while forα > β, stability criteria remains

qualitatively similar. Finally, for the mixed mode, there exist (α, β) pairs sufficiently close to

(2, 2) for which stability requirements are similar to those of regular diffusion. Away from this

regime, these requirements can either change or stability may simply not be possible.

1.5. Numerical results

The system (1.3a) and (1.3b) was solved on the interval0 < x < L with periodic bound-

ary conditions using Fourier spectral methods in space and asecond order predictor-corrector
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method in time. The diffusion terms were treated implicitlyand differentiation in spectral space

was computed using (1.1). The reaction terms were computed in physical space before being

transformed into Fourier space, where all time-stepping was performed. A numerical method

for solving superdiffusive problems with Neumann and Dirichlet boundary conditions is given

in [24], requiring subtraction of terms that lead to singularities at the boundaries. Another

approach to treat superdiffusion on a finite domain is given in [99], where a modified integro-

differential operator is introduced, requiring reflectiveextensions of functions outside the do-

main. This operator was numerically shown to yield desirable properties such as the obeying of

the first and second laws of thermodynamics, and preservation of symmetry around the midpoint

of the domain.

We computed solutions in two regimes: near the stability threshold to confirm the analysis in

Section 1.4, and far in the nonlinear regime to find solutionsnot predicted by weakly nonlinear

analysis. When confirming the stability analysis of Section1.4, a system lengthL was em-

ployed so that the chosen initial conditions would be periodic. To determine long-wave stability

of the solutions described in Section 1.4, we set as the initial conditions the respective solution

plus a small long-wave perturbation. The Fourier spectrum of the initial condition thus con-

tained a non-zero amplitude associated with the first order solution, and comparatively smaller

amplitudes associated with the long-wave perturbations. The parameterµ was set to be anO(1)

quantity, as wasη2. In the cases for which the solution was long-wave stable, the Fourier am-

plitude of the first order solution remained constant to within ∼ O(ǫ2) of the initial (predicted)

amplitude, while the amplitudes of the long-wave perturbations decayed. In cases for which

the solution was long-wave unstable, the amplitude of the first order solution remained near its

initial value for a time ofO(1/ǫ2) before beginning to decay. The amplitude of the long-wave
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perturbation saw a slow initial decay that lasted for a time of O(1/ǫ2) before growing to the

same order of magnitude as the amplitude of the first order solution. In this way, we were able

to confirm results (1.10) and (1.11). Specifically, if the wavenumber of the pure Turing mode

lies within the Eckhaus stable region, a pure Turing solution with that wavenumber is found

numerically, while if the spatial wavenumber of the Hopf bifurcated solution lies within the

generalized Eckhaus stable region, the Hopf bifurcated solution with that wavenumber is found

numerically, thus confirming the results of the weakly nonlinear analysis. As a further corrob-

oration of the weakly nonlinear analysis, in Fig. 1 we compare the oscillation frequency of the

Hopf solution computed numerically to that predicted by theweakly nonlinear analysis, as a

function of the bifurcation parameterµ. We see that for smallµ (weakly nonlinear case) there

is excellent agreement between the two.
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Figure 1.1. Comparison of weakly nonlinear prediction and numerical results of the fre-
quency of spatially homogeneous oscillations as a functionof the bifurcation parameter
µ. The parameters areα = 1.4, β = 1.5, z = 1.6, andη2 = 1.

Results that involved components of both the Turing and Hopfmodes were too computa-

tionally intensive to check. In particular, results pertaining to long-wave stability of the mixed

mode were numerically inconclusive, as it appeared that a pure stable mixed mode exists only

for ǫ too small to feasibly compute a steady state solution. However, it was observed that if
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∆ < 0, a solution that started out with both a Turing and Hopf mode decayed to either a pure

Turing or pure Hopf solution, depending on the values of the parameters. If∆ > 0, both modes

remained present for the entire length of the computation, though the respective amplitudes

were not constant, indicating that the steady state was not that of a pure mixed mode.

In the sections below, we discuss results of computations with µ of O(1/ǫ2) so that the

system is in the fully nonlinear regime. To reach what was determined to be a steady state, the

system was evolved over1.5× 104 units of time. To verify that the time period was sufficiently

long, for some results, we compared solutions obtained neart = 1.5 × 104 with those obtained

neart = 3×104 to ensure that the solutions obtained were in fact in steady state. In such cases,

no qualitative differences were observed between the solutions at the two times. The Fourier

spectrum of the steady state solutions were also monitored to ensure that the amplitudes in the

tail of the spectrum did not exceedO(10−3) of that of magnitudes of the most dominant modes,

thus indicating that aliasing was not significant for the computational results presented here. In

all space-time plots presented, the spatial variablex runs horizontally while time runs vertically.

1.5.1. The fully nonlinear regime with equal diffusion exponents

Takingµ to be ofO(1/ǫ2), we computed solutions not predicted by the weakly nonlinear anal-

ysis, in the fully nonlinear regime of the regular and superdiffusive Brusselator models. The

parameterη2 was still kept as anO(1) quantity so that the system remained near the C2THP.

We consider onlyα = β in this subsection. The following subsection below discusses the

α 6= β case. Figures 1.2 - 1.11 show space-time plots ofu, or plots ofu(x) at particular instants

of time, in steady states withα = β, starting from random initial conditions and setting the

parametersǫ2µ = 1, η2 = 1, andL = 500 while varyingz. Since it appears that different
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initial conditions evolve to different steady states (cf. [19] for regular diffusion), we computed

steady states from different random initial conditions foreach set of parameters. Thus, for each

(α, β) = (1.1, 1.1), (1.5, 1.5) and(2, 2), we computed steady states withz ranging from0.2 to

3 in increments of0.2. The parametersL, µ andη2 were kept constant. For each(α, β, z) pa-

rameter set, we computed steady states from the same set of random initial conditions (i.e., the

random initial conditions were generated in such a way that they were reproducible, and thus

could be used again). Note that ifL is lowered significantly, many of the steady state patterns

disappear.

For z small (∼ 0.2), setting(α, β) = (1.1, 1.1), (1.5, 1.5) and (2, 2), we found that all

initial conditions employed resulted in a steady state consisting only of stationary stripes (a pure

Turing steady state), with the dominant wave number nearLz1/α/(2π), depending on the initial

conditions. Forz = 0.4, we find that the(1.1, 1.1) case still yielded a pure Turing solution for

all initial conditions tested. The(1.5, 1.5) case yielded some pure Hopf steady states (spatially

homogeneous oscillations) and some pure Turing states, depending on the initial conditions,

while the(2, 2) case yielded a pure Hopf solution for all initial conditions. For z = 0.6, both

the(1.5, 1.5) and(2, 2) cases yielded pure Hopf steady states of the same frequency,while the

(1.1, 1.1) case yielded both pure Turing and pure Hopf steady states, depending on the initial

conditions. Thus, anomalous diffusion with equal diffusion exponents delays the development

of Hopf behavior (in terms of increasingz). Forz > 2, all three cases yielded pure Turing steady

states for all random initial conditions tested. For1.2 ≤ z ≤ 1.8, we found spatiotemporal

patterns for either one or both of the(1.5, 1.5) and (2, 2) cases. For the values ofz and the

random initial conditions tested, we did not find any spatiotemporal patterns for the(1.1, 1.1)

case.
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In the descriptions below, we will use the term “spot” to denote a local maximum ofu. We

will say that a spot is created when such a maximum forms, and that a spot is annihilated when

the maximum disappears. We will also say that two spots that propagate away from each other

are counter propagating, and that two spots that propagate toward each other are oppositely

propagating. In a system with periodic boundary conditions, these definitions might appear to

be confusing, as spots which are created as counter propagating can theoretically, after rotating

through a full period, become oppositely propagating. However, this does not occur in our

computations because the spots are prevented from going allthe way around the full period by

the presence of obstacles, e.g., regions of stationary stripes which halt the motion of the spots

by absorbing them. These spots account for the time-oscillatory regions in the spatiotemporal

patterns described below, which, in addition, often also contain stripe-like regions.

Figures 1.2(a) - 1.2(c) show spatiotemporal patterns with regular diffusion,B = 5.84 and

η = 0.612 for different random initial conditions. Figure 1.2(a) shows breathing stripes em-

bedded in a time-oscillatory and nearly spatially homogeneous structure. The stripes breathe

while the values of the minima and maxima also oscillate in time. The dynamical behavior of

this mode is illustrated in more detail in Figures 1.3(a) though 1.3(e) where we plotu versusx

for selected times near the first (lowest) horizontal stripein Figure 1.2(a). The apparently hori-

zontal stripes are in fact slightly U-shaped, as a spot is created nearx = 4.5 (spot A in Figures

1.3(a) and 1.3(b)), which splits into two spots that counterpropagate toward opposite sides of

the stripes (spots B and C in Figure 1.3(c)), after whichu decays until the start of the next event.

The rapid rise and gradual decay ofu indicates temporal relaxation oscillations (illustratedby

a plot ofu at x = 4.5 in Figure 1.4). In the early stages of the decay, the outer spot on either

side of the striped region is absorbed into the incoming spot(Figure 1.3(d)), while in the latter
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(a) u(x, t) (b) u(x, t)

(c) u(x, t) (d) u(x, t)

Figure 1.2. Spatiotemporal patterns ofu for regular diffusion withz = 1.2, B = 5.84
andη = 0.612. The figures differ only in the random initial condition employed. Most
of the patterns for this parameter set have low spatial frequency and are mainly time-
oscillatory, with smaller intervals of stationary or breathing stripes. Figure (c) shows
multiple propagating dislocations. Light colors indicatemore positive values ofu, while
dark colors indicate less positive values ofu. Figure (d) shows a small interval in time
of (c), corresponding to the time interval depicted in Figures 1.6(a) to 1.6(i). The space-
time plots ofv are essentially the same, except with the colors inverted.

stages of the decay (Figure 1.3(e)), two new spots are formedat the edge of the stripe region in

place of those previously absorbed.

Figure 1.2(b) has qualitative similarities to Figure 1.2(a) in that one spot splits into two

counter propagating spots. The U-type behavior is more pronounced and clearly visible in

Figure 1.2(b) than in Figure 1.2(a). The way that the two spots interact with the boundary of the

stripes is, however, the same as in Figure 1.2(a). A slight difference is that the spot creation site

is slightly closer to the right side of the stripes. As a result, the spot traveling toward the right

side of the stripes is annihilated before the one traveling to the left side. However, the main
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Figure 1.3. Plots ofu(x) at specific instants of time illustrating the creation and anni-
hilation of spots in Figure 1.2(a). A spot (A) begins to form at x ≃ 4.5 in (a), which
then grows ((b)) until it splits into two spots (B and C in (c)). The two spots are annihi-
lated with the two spots straddling the striped region and decay ((d)) before the process
repeats ((e)).
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Figure 1.4. Plot ofu atx = 4.5 as a function of time, corresponding to the bottom four
stripes of Figure 1.2(a).

difference is that Figure 1.2(b) also has inverted U-shapedpatterns embedded in the stripes,

each of which corresponds to two spots created at the stripesthat grow slowly and propagate

toward one another. The dynamical behavior of this mode is illustrated in Figures 1.5(a) - 1.5(e)
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where we plotu as a function ofx for times near the lower part of Figure 1.2(b). These figures

are plotted only over the right end of the striped region, focusing on the inverted U structure

(x ≃ 1.9 to x ≃ 2.15). Two spots are centered atx ≃ 1.95 andx ≃ 2.1 and are labeled B and

C, respectively. A spot in the middle (spot A in Figure 1.5(a)) grows at a rate faster than the

two oppositely propagating spots (Figure 1.5(b)) and achieves a greater maximal value than the

two oppositely propagating spots (Figure 1.5(c)), accounting for the bright spots at the peaks

of the inverted U’s in Figure 1.2(b). As the three spots decaytogether, the two outside spots

are eventually absorbed into the larger interior spot (Figure 1.5(d)) as two new spots form in

their place (spots B′ and C′ in Figure 1.5(d) and Figure 1.5(e)). Just as the two spots that are

annihilated at the stripes are out of phase, so too are the oscillations of the two inverted U’s.

Figure 1.2(c) shows four dislocations that propagate uniformly in time, with three that prop-

agate to the left, and one that propagates to the right. Thesedislocations are sites at which a

spot is born on one side and propagates away from it, and another spot generated at an adjacent

dislocation is annihilated on the other side. The four dislocations divide the system into four

regions and act as boundaries where spots are born and annihilated. The dislocations appear to

propagate until meeting another dislocation, at which point the two appear to repel each other.

The speed of the dislocations (the inverse of the absolute value of the slopes of the dislocations

shown in Figure 1.2(c)) appears to be constant in time and thesame for all dislocations. The

time at which a spot is created in one particular region is much closer to the time at which a

spot is created in the interval on the other side of its neighbor. For example, att = 1.5 × 104

in Figure 1.2(c), a spot creation event in the interval centered atx ≃ 2 will either be closely

preceded or followed by a spot creation event in the intervalcentered atx ≃ 4.1. Figures 1.6(a)

- 1.6(f) indicate the intervals (labeled 1-4 in the figures) and illustrate the dynamical behavior
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Figure 1.5. Line plots describing details of the right inverted U of Figure 1.2(b) at
specific instants of time. A spot centered atx ≃ 2.03 grows at a faster rate than the
two oppositely propagating spots centered atx ≃ 1.95 andx ≃ 2.1 ((a) and (b)). In
(c), all three spots have achieved values close to their maximal value, with that of the
middle spot being much larger. The three spots then decay together, appearing to merge
together into one structure ((d)), from which two new spots are born to replace the two
outer spots ((e)).

within each interval. The figures represent the dynamical evolution of the pattern for times near

the lower part of Figure 1.2(c). Figure 1.6(a) shows the two regions centered atx ≃ 2 (region

2) andx ≃ 4.1 (region4) near the end of a decay process, just as a spot has formed in the region

centered atx ≃ 3 (region3). This spot then grows (Figure 1.6(b)) and propagates to theleft

(Figure 1.6(c)) just as a spot begins to form to the left ofx = 2 in the region centered nearx ≃ 0

(region1). This spot grows and propagates to the left as the spot in region 3 is annihilated and

the whole interval begins to decay (Figure 1.6(d)). The spotin region1 continues to propagate

to the left until it is annihilated nearx = 5 (Figure 1.6(e)). As intervals1 and3 decay, spots
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begin to form in regions2 and4 (Figure 1.6(f)). The spot in region2 reaches its maximum

(Figure 1.6(g)) before the spot in region4 forms and propagates to the left (Figure 1.6(h) and

1.6(i)). Regions2 and4 then decay, and the process starts over again.
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Figure 1.6. Plots of u(x) at specific instants of time illustrating the structure of the
regions in Figure 1.2(c). Regions2 and4 are near the end of a decay cycle in (a) as a
spot in region 3 begins to form. The spot grows and propagatesto the left ((b) and (c))
as a spot grows just to the left ofx = 2 in region1. The spot in region1 grows and
propagates to the left before being annihilated atx ≃ 5 ((d) and (e)). As regions1 and3
decay ((f)), spots begin to form in regions2 and4 ((g) and (h)). The growth of region2
occurs slightly before that of region4, and so it decays earlier ((i)).
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With α = β = 1.5 andz = 1.2, the only steady states found using the same initial condi-

tions as those used for the regular diffusion computations were those of spatially homogeneous

oscillations.

For z = 1.4, B = 6.76, andη = 0.642 (Figures 1.7(a) - 1.7(f)), we found spatiotemporal

patterns for both the(α, β) = (1.5, 1.5) and(2, 2) cases. Figures 1.7(a) and 1.7(d) correspond to

the same initial conditions, only the diffusion coefficients differ ((α, β) = (1.5, 1.5) and(2, 2)

respectively), similarly for Figures 1.7(b) and 1.7(e) andFigures 1.7(c) and 1.7(f).

(a) u(x, t) (b) u(x, t) (c) u(x, t)

(d) u(x, t) (e) u(x, t) (f) u(x, t)

Figure 1.7. Spatiotemporal patterns ofu for α = β = 1.5 ((a), (b), (c)) andα = β = 2
((d), (e), (f)), withz = 1.4, B = 6.76, andη = 0.642. Each pair (a) and (d), (b) and
(e), and (c) and (f) are generated from the same set of random initial conditions. As with
Figure 1.2, most of the patterns for this parameter set have low spatial frequency and are
mainly time-oscillatory. The main difference is in the presence of the inverted U’s of the
regular diffusion figures versus the flat oscillatory structures of the anomalous figures.

Figure 1.7(a) resembles Figure 1.2(a) in that the apparently horizontal lines are slightly U-

shaped. The stripes for the anomalous case, however, do not breathe as do those in the regular
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diffusion case. Comparing Figures 1.7(a) and 1.7(d), we seethat for the regular diffusion case,

instead of there being a spot created away from the stripes that splits into two spots that are

annihilated on either side of the stripes (U-shape), two spots are generated on either side of

the stripes, which then oppositely propagate and are annihilated between the generation sites,

resulting in an inverted U-shape. In Figure 1.7(d), the leftspot fires first, resulting in an annihi-

lation site that is closer to the right side of the stripes than to the left. Thus, for the anomalous

case, there is creation away from the stripes and annihilation at the stripes (U-shaped), while for

regular diffusion, there is creation at the stripes and annihilation away from the stripes (inverted

U).

Figure 1.7(b) (anomalous) shows a single traveling dislocation that propagates to the right.

Periodically, a spot is generated on the left side of the dislocation, which then propagates until

it hits the right side of the dislocation. This steady state is similar to but simpler than the

pattern in Figure 1.2(c). There are three periods associated with this steady state: the time it

takes for a newly formed spot to travel from one side of the dislocation to the other (∼ 1.08

time units), the time between two spot-creation events (∼ 5.2092 time units), and the time

it takes for the dislocation to travel one length of the system (∼ 939.039 time units). None

of the ratios computed from these periods appear to be a simple rational number. While all

results of the computation are necessarily rational, this suggests that in reality the periods are

incommensurate, a situation that can lead to chaos, but doesnot seem to do so in this case.

Figure 1.7(c) is similar to Figure 1.7(a), the only difference being the number of stripes. Figures

1.7(d) and 1.7(e) appear to be the same solution modulo a shift in space.

In Figure 1.7(f), unlike in Figure 1.7(d), all spots appear to fire simultaneously. The small

inverted U’s embedded in the stripes are similar to those found in Figure 1.2(b). The dynamical
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behavior of one of the larger inverted U’s centered atx ≃ 3.2 of Figure 1.7(f) is illustrated in

more detail in Figures 1.8(a) - 1.8(d), whereu is plotted againstx for a restrictedx interval.

They correspond to the inverted U that occurs betweent = 1.5005 × 104 andt = 1.501 × 104.

Figure 1.8(a) shows the formation of two spots A and B. They co-propagate and grow (Figure

1.8(b)) before meeting and annihilating in the middle whiletwo new spots are formed in their

place (Figures 1.8(c) and 1.8(d)). The new spots are labeledA′ and B′ in Figure 1.8(d).
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Figure 1.8. Line plots describing details of the spatiotemporal cell centered atx ≃ 3.2
in Figure 1.7(f). Two spots are created at the stripes ((a)),which then co-propagate and
grow ((b)) before meeting and annihilating in the middle while two new spots are formed
in their place ((c) and (d)).

Figures 1.9(a) - 1.9(c) show spatiotemporal patterns of single or multiple localized structures

in a sea of stripes forα = β = 1.5, z = 1.6,B = 7.76 andη = 0.67. Figure 1.9(d) is a close-up

of Figure 1.9(c). Using the same initial conditions, only stationary stripes were found for the

case of regular diffusion.
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(a) u(x, t) (b) u(x, t)

(c) u(x, t) (d) u(x, t)

Figure 1.9. Spatiotemporal patterns ofu for anomalous diffusion withα = β = 1.5,
z = 1.6, B = 7.76 andη = 0.67. The figures differ only in initial condition. Compared
to Figures 1.2(a)-1.2(c) and Figures 1.7(a) - 1.7(f), thesefigures show a more Turing-
dominant structure in which time-oscillatory structures are embedded. (d) is a close-up
of the spatiotemporal cell of (c). Depending on the initial conditions, the spatiotemporal
cells can occur in any size, number, and with any relative spacing.

The predominant structures seen for this parameter set are the square-shaped spatiotemporal

cells that take on the shape of an inverted U with a flat apex, which we did not find for regular

diffusion. It appears that, depending on the initial conditions, these cells can occur in different

sizes and numbers, and can have any relative spacing betweenthem. Some square cells behave

in a similar fashion as the inverted U’s of Figure 1.7(f) in that a small spot arises rapidly between

two slowly growing and oppositely propagating spots, whichare subsequently absorbed into the

interior spot. However, there are some significant differences described below. For some square

cells this is a spatially symmetric process that results in aconcentrated bright spot at the apex.

Other square cells can exhibit either symmetric or slightlyasymmetric behavior. In either case,
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the interior spot is much wider and is less localized than that of the inverted U’s in Figure 1.2(b),

accounting for the absence of a bright spot at the apex.

Figures 1.10(a)-1.10(d) illustrate the detailed dynamicsof the symmetric square cell shown

in Figure 1.9(c) (closeup in Figure 1.9(d)). These figures are plotted only over a restricted

x interval corresponding to the extent of the square cell. An interior spot (spot A in Figures

1.10(a) and 1.10(b)) grows in the middle of two oppositely propagating spots (spots B and C

in Figures 1.10(a) and 1.10(b)). Spot A then splits into two counter propagating spots (spots D

and E in Figure 1.10(c)), which merge with spots B and C (Figure 1.10(c)). The solution over

the entire interval then decays as two new spots form at the edge of the square cells to replace

spots B and C (spots B′ and C′ in Figure 1.10(d)). The process then repeats periodically.The

primary difference between these patterns and the invertedU’s found with regular diffusion,

e.g., Figure 1.2(b), is that the interior spot splits into two rapidly counter propagating spots over

such a rapid timescale that the apex appears flat and the interval of the cell appears to “fire” as

one (essentially flat) unit.

In an asymmetric square cell, (e.g., the cell centered atx ≃ 5.3 in Figure 1.9(a)), either a

spot forms closer to one of the oppositely propagating spots, or one of the oppositely propagat-

ing spots itself grows and propagates more quickly. The dynamics of this square cell exhibiting

the latter scenario is illustrated in Figures 1.11(a)-1.11(d). A growing spot (spot B in Figure

1.11(a) and 1.11(b)) propagates toward the more slowly growing spot (spot A). The two spots

then merge leading to an asymmetric structure (Figure 1.11(d)).

We next consider the effect of deterministic initial conditions. Figures 1.12(a) - 1.12(g) are

generated usingu = cosmx andv = sinmx for variousm as initial conditions. All other

parameters are the same for all of the figures and are the same as the parameters employed in
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Figure 1.10. Line plots describing details of the symmetric spatiotemporal cell of Fig-
ure 1.9(d) at specific instants of time. A spot is created in between two oppositely
propagating spots ((a) and (b), which splits into two counter propagating spots that are
annihilated with the oppositely propagating spots (c). Twonew spots are formed to
replace the two oppositely propagating spots (d).

Figures 1.9(a)-1.9(c). Form = 1, . . . , 10, in cases when we found spatiotemporal cells (when

m = 1, 2, 3, 4, 5, 8, 9), aside from the two cells in them = 1 case (Figure 1.12(a)), the number

of square cells was equal tom. The square cells were all uniformly spaced, symmetric and

of the same size. Form = 6, 7, 10, we found stationary stripes. Form > 10 we have only

computed form = 60 andm = 180 which yielded pure Hopf (horizontal stripes) and pure

Turing (stationary vertical stripes), respectively.

The individual square cells are similar to the symmetric square cells obtained for random

initial conditions, e.g., Figure 1.9(c). The primary effect of the deterministic initial conditions

is that the steady state involves uniformly spaced and equalsized square cells. The effect of
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Figure 1.11. Line plots describing details of an asymmetric spatiotemporal cell of Fig-
ure 1.9(a) centered atx ≃ 5.3 at specific instants of time. Spot B grows and propagates
more quickly than spot A ((b) and (c)) so that the spots merge at a location closer to spot
A ((d)).

sinusoidal initial data for regular diffusion was similar,as in most cases we obtained cells equal

in number tom. In some cases, we obtained identical evenly spaced cells that were either

symmetric or asymmetric, depending on the value ofm. In other cases, the cells differed in

size,were not evenly spaced, and differed in number fromm. For certain values ofm, we also

obtained breathing stripes. In all cases, the apex of all cells had a marked inverted U shape, in

contrast to the cells with flat apexes obtained in the anomalous case.

In summary, for all three(α, β) pairs, stationary stripe patterns were observed for smallz,

followed by mainly spatially homogeneous oscillations (horizontal stripes) for largerz. In the

case of(α, β) = (1.1, 1.1), the steady states returned to stationary stripes asz was increased.
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(a) u(x, t) (b) u(x, t) (c) u(x, t) (d) u(x, t)

(e) u(x, t) (f) u(x, t) (g) u(x, t)

Figure 1.12. Spatiotemporal patterns ofu for anomalous diffusion withα = β = 1.5,
z = 1.6, B = 7.76 andη = 0.67. Initial conditions wereu = cos mx, v = sin mx with
(a) m = 1, (b) m = 2, (c) m = 3, (d) m = 4, (e) m = 5, (f) m = 8, and (g)m = 9.
With the exception of (a), the number of spatiotemporal cells is equal tom and all cells
in each figure are of the same size and spaced evenly, and also oscillate in phase. For
m = 1, the number of cells is2m = 2, and while the cells are spaced evenly, they are
not equal in size and oscillate out of phase.

In the case of(α, β) = (1.5, 1.5) and (2, 2), steady states with spatiotemporal patterns were

observed asz was increased before the steady states returned to mainly stationary stripes.

Spatiotemporal patterns were observed with(α, β) = (2, 2) for z = 1.2 and1.4, while

for (α, β) = (1.5, 1.5), they were observed forz = 1.4, 1.6, and1.8 (thez = 1.8 case yielded

nothing that had not been seen withz = 1.4 andz = 1.6 and is not shown). For both regular and

anomalous diffusion there seem to be a large number of stablesteady states, as in virtually all

cases different initial conditions gave different steady states. In both cases, asz was increased,

the steady states became more stripe-dominated, while for the samez, regular diffusion yielded

more stripe-dominated steady states.
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In general, patterns obtained with regular diffusion were more diverse, as breathing stripes

(Figure 1.2(a)), inverted U’s with a pronounced peak (Figure 1.2(b)), multiple traveling dis-

locations (Figure 1.2(c)), and inverted U’s (Figure 1.7(d)) were not observed for anomalous

diffusion. For anomalous diffusion, the predominant pattern appears to be that of spatiotempo-

ral cells in the shape of inverted U’s with a square apex, embedded in a mainly Turing structure

of vertical stripes. This is something that we did not find with regular diffusion. With ran-

dom initial data, the cells occur in different sizes and numbers, and stable steady states with

essentially any inter-cell spacing and number of cells appear possible.

For sinusoidal initial conditions with wave numberm only steady states with symmetric

and uniformly spaced cells (with flat apexes) were found. Withm = O(1) the resulting steady

state had exactlym cells with the exceptions described above. For larger values ofm, only pure

Turing and pure Hopf steady states were found. In the case of regular diffusion, breaks in the

symmetry of the steady states were observed, as described above, and the number of cells was

not always equal tom.

1.5.2. The fully nonlinear regime with unequal diffusion exponents

We next consider the caseα 6= β. In this cases is no longer equal to 1 so that for the same

value ofz the values ofBcr andηc are slightly different from theα = β case. Since we do

not change the values ofµ andη2, bothB andη change as a result of the unequal diffusion

exponents. To keep these parameters from changing would require altering how far the system

is into the nonlinear regime as well as its closeness to the C2THP, and this could result in a

significant qualitative change in the patterns not attributable to unequal diffusion exponents.
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We first keptβ = 1.5 while settingα to 1.4 and then to1.6. For eachα, we computed steady

states starting from three sets of initial conditions: the same random initial conditions used in

Section 1.5.1, the same sinusoidal initial conditions usedin Section 1.5.1, and the steady states

computed from random initial conditions withα = β = 1.5 andz = 1.6. In this last case,

we took the solutionsu(x) andv(x) at t = 1.5 × 104 and set them as initial conditions for

computations with the samez and differentα.

For α = 1.6, β = 1.5, andz = 1.6 (B = 8.57, η = 0.672), the only steady states we

found were stationary stripes. In contrast, forα = 1.4, β = 1.5 we did find spatiotemporal

patterns. Figures 1.13(a) - 1.13(c) show steady states for this case obtained from the same

initial conditions employed in Figures 1.9(a) - 1.9(c). Figure 1.13(d) is a closeup of the solution

shown in Figure 1.13(c).

There are two primary differences between Figures 1.13(a) -1.13(c) (unequal diffusion ex-

ponents) and Figures 1.9(a) - 1.9(c) (equal diffusion exponents). In the former case regions

of vertical stripes (Turing type modes) are very much reduced compared to the equal diffusion

exponent case. For the unequal diffusion case, the solutionappears to be dominated by nearly

spatially homogeneous regions that oscillate in time (i.e., Hopf type regions). The second dif-

ference is that in contrast to the very slight U-shaped apexes for theα = β case solutions with

(α, β) = (1.4, 1.5) have a very marked inverted U-shaped apex, similar to those seen in Figures

1.7(d) - 1.7(f) for(α, β) = (2, 2).

A similar difference was observed when the initial conditions were set as sinusoidal func-

tions. Figures 1.14(a) - 1.14(j) show more Hopf-dominated steady states than do Figures 1.12(a)

- 1.12(g), which correspond to steady states withα = β = 1.5. Further, unlike theα = β = 1.5
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(a) u(x, t) (b) u(x, t)

(c) u(x, t) (d) u(x, t)

Figure 1.13. Spatiotemporal patterns ofu for anomalous diffusion withα = 1.4, β =
1.5, z = 1.6, B = 7.11 andη = 0.66. The figures differ only in initial condition.
The same random initial conditions were used in Figures 1.9(a) - 1.9(c), and match up
according to letter label. In comparison to Figures 1.9(a) -1.9(c), these show a more
Hopf-dominant set of steady states. Figure (d) is a close up of the right spatiotemporal
cell of (c). The cells in (a) - (d) also exhibit a noticeable inverted U shape, compared
to those of Figures 1.9(a) - 1.9(d), which exhibit a very slight U-shape. (a) and (b) are
similar but differ in the number of stripes.

case, spatiotemporal patterns were obtained for sinusoidal initial conditions of all wave numbers

m = 1, . . . , 10.

As in the case with equal diffusion exponents, them = 1 case (Figure 1.14(a)) appears to

be an exception. Form = 2, 3, 4 (Figures 1.14(b) - 1.14(d)), we seem pairs of cells so that the

total number of cells is2m. This is in contrast to them = 1 case for which there is only one

square cell. This is also in contrast to the case of equal diffusion exponents, where generally the

number of square cells wasm, not2m. This suggests that the cells split asβ−α increases from

zero. Them = 2 case is also an exception in that there are cells of unequal size that oscillate
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(a) u(x, t) (b) u(x, t) (c) u(x, t)

(d) u(x, t) (e) u(x, t) (f) u(x, t) (g) u(x, t)

(h) u(x, t) (i) u(x, t) (j) u(x, t)

Figure 1.14. Spatiotemporal patterns ofu for anomalous diffusion withα = 1.4, β =
1.5, z = 1.6, B = 7.11 andη = 0.66. Initial conditions wereu = cos mx, v = sinmx
with (a) m = 1, (b) m = 2, (c) m = 3, (d) m = 4, (e) m = 5, (f) m = 6, (g) m = 7,
(h) m = 8, (i) m = 9, and (j)m = 10. Unlike in Figure 1.12(a), them = 1 case ((a))
contains only one spatiotemporal cell. (b) - (d) contain pairs of cells equal in number to
m. In (b), the two smaller cells oscillate in phase with each other, as do the two larger
cells. All cells in all other figures are of equal size and oscillate in phase. In (e) - (j), the
trend is the same as in the case of equal diffusion exponents in that the number of cells
is equal tom.

with a phase difference. In all other cases, the cells are of equal size and oscillate in phase. In

Figures 1.14(e) - 1.14(j) we do not find cell splitting and thenumber of cells equalsm, similar

to theα = β case.

When we used the steady state solutions found in Figures 1.9(a) - 1.9(c) as initial conditions

for the (α, β) = (1.4, 1.5) runs, there were cases when the steady state became more Turing
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dominated and the spatiotemporal cells attain a more inverted U shape (e.g. Figure 1.15(a)) and

cases when the difference was only in the shape of the cells (e.g. Figures 1.15(b) and 1.15(c)).

Note that Figure 1.15(a) is a continuation of Figure 1.9(a) with a different value forα, Figure

1.15(b) of Figure 1.9(b), and Figure 1.15(c) of Figure 1.9(c).

(a) u(x, t) (b) u(x, t) (c) u(x, t)

Figure 1.15. Steady states withα = 1.4, β = 1.5 using as initial conditions the steady
states computed withα = β = 1.5 (Figures 1.9(a) - 1.9(c), respectively). The only
difference between (b) and 1.9(b) and (c) and 1.9(c) is that the cells of (b) and (c) have
a more rounded apex. Going from Figure 1.9(a) to (a), we see that, in addition to the
more rounded cells, the number of cells has decreased, yielding a more Turing-dominant
solution.

For the(α, β) = (1.6, 1.5) case, while we obtained only pure Turing steady states with

z = 1.6, we found spatiotemporal patterns withz = 1.4 (B = 7.35 andη = 0.649) when

starting with the same random initial conditions used throughout. Compared to thez = 1.4 runs

with equal diffusion exponents, Figures 1.16(a) - 1.16(c) show more Turing-dominant steady

states.

The predominant feature in Figures 1.16(a) - 1.16(c) is the presence of spatiotemporal cells

with a U-shaped apex, which are described in Section 1.5.1. They indicate that a spot, born

away from the stripes, splits into two counter propagating spots, which are then annihilated at

the stripes. The difference between the cells of Figures 1.16(a) - 1.16(c) and those described

in Section 1.5.1 is that, in the former, the two spots on either side of the cell do not grow as
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(a) u(x, t) (b) u(x, t) (c) u(x, t)

Figure 1.16. Spatiotemporal patterns ofu for anomalous diffusion withα = 1.6, β =
1.5, z = 1.4, B = 7.35 andη = 0.649. The figures differ only in initial condition. The
two smaller cells of (a) resemble the inverted U’s of Figure 1.7(f). The cells in (b) are all
qualitatively similar, while there are two immediately adjacent asymmetric cells in (c).

large as they do in the latter, which is why the U-shape is muchmore noticeable in the former.

The two smaller cells in Figure 1.16(a) are similar to the small inverted U’s of Figure 1.7(f) and

oscillate in phase. The cells of Figure 1.16(b) are qualitatively similar, while in Figure 1.16(c),

we see an asymmetric spatiotemporal cell immediately adjacent to a U-shaped cell, which is

also asymmetric in that the left spot decays slightly more slowly than does the right.

When we set one of the diffusion exponents equal to2 (regular diffusion) and the other to

a value less than2 (anomalous diffusion), most of the patterns that we found were comparable

to those described above. However, for(α, β) = (2, 1.4), and z = 1.4 (B = 87.4, η =

0.708), starting with random initial conditions, we found a steady state consisting entirely of

spatiotemporal spots (Figures 1.17(a) and 1.17(b)). Different random initial conditions yielded

qualitatively very similar steady states, the only difference being the size of the individual spots.

While the pattern of spots may be due in part to the much largervalue ofB, from the limited

number of computations that we performed, we did not find any similar steady states for the

same or comparable values ofB under regular diffusion. Note a similar spot pattern was found
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by De Wit et al. for regular diffusion in [22] with B = 10.3, closer to the weakly nonlinear

regime and farther from the C2THP.

(a) u(x, t) (b) u(x, t)

Figure 1.17. Spatiotemporal patterns ofu for anomalous diffusion with(α, β) =
(2, 1.4), z = 1.4, B = 87.4, and η = 0.708. (b) shows a closeup of the bottom
portion of (a).

The dynamics of the spots of Figures 1.17(a) and 1.17(b) is illustrated in Figures 1.18(a)

- 1.18(d), which depict half of a period (approximately 2 units of time) and correspond to the

lower half of Figure 1.17(b). The dark spots in Figures 1.17(a) and 1.17(b) are due to the global

minima ofu in Figures 1.18(a) - 1.18(d), while the lightest regions aredue to the traveling pulse

that appears to be traveling at a constant or near constant speed, seen centered atx ≃ 4.8 in

Figure 1.18(a),x ≃ 0.6 in Figure 1.18(b),x ≃ 2.7 in Figure 1.18(c) and back tox ≃ 4.8

in Figure 1.18(d). The valleys accounting for the black spots change in width, which can be

seen in Figures 1.17(a) and 1.17(b), as a spot is very narrow near the beginning and end of its

duration, and wider during the middle. Locations at which valleys exist turn into locations of

peaks when the pulse arrives. Once the pulse passes, the valleys reappear, but with a shift in

space relative to their previous locations, which can be clearly seen in Figure 1.17(a). The result

in the space-time plot is that one row of spots runs diagonally, and a row is displaced by one
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spot’s width relative to a neighboring row. Over one full period (approximately 4 units of time),

the valleys return to the same locations.

In summary, it appeared that the(α, β) = (1.4, 1.5) steady states withz = 1.6 were more

Hopf-dominant than the cases with(α, β) = (1.5, 1.5). In the case of the continuation runs,

however, this trend was not seen. In the case of(α, β) = (1.6, 1.5) with z = 1.4, the steady

states appeared to be more Turing-dominant than the same runs with (α, β) = (1.5, 1.5). This

trend seems more consistent, as pure Turing steady states were found forz = 1.6 for all initial

conditions mentioned above. Further, the spatiotemporal cells, which appear to have a flat apex

in the(α, β) = (1.5, 1.5) case, take on an inverted U shape in the(α, β) = (1.4, 1.5) case and

a U-shape in the(α, β) = (1.6, 1.5) case. In the case when one component undergoes regular

diffusion and the other anomalous, we found a series of adjacent valleys that periodically turn

into peaks when a traveling pulse arrives, accounting for the dark spots and their arrangement

in Figure 1.17(a). Similar structures were found for regular diffusion in [22].

Since in all of these cases,B andη change as described above it is difficult to infer whether

these differences are due solely to the difference in diffusion exponents.

1.6. Discussion

Using weakly nonlinear analysis, we derived a pair of coupled amplitude equations that

describe the evolution of the Turing and Hopf modes over a long time scale near a C2THP of

the superdiffusive Brusselator model. The amplitude equations have a similar form to those of

the regular model, but differ in three regards: the two spatial derivatives in the pair of equa-

tions are with respect to two different length scales, the equation describing the evolution of

the Hopf mode contains an integro-differential operator, which reflects the non-local effect of
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anomalous diffusion, and finally, the coefficients of the amplitude equations differ from those

of the regular amplitude equations. The latter two differences contribute to the differences in

the long wave stability criteria of the special solutions, which are described in Section 1.4. Two

of these criteria were confirmed with numerical computations in the weakly nonlinear regime,

while criteria involving both the Turing and Hopf modes wereinconclusive due to numerical

difficulties arising from smallǫ.
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Figure 1.18. Line plots describing details of the spots of Figures 1.17(a) and 1.17(b)
at specific instants of time. The global minima, account for the dark spots in Figures
1.17(a) and 1.17(b).

In computations in the fully nonlinear regime, one of the dominant spatiotemporal structures

that we found under anomalous diffusion were the square-shaped spatiotemporal cells with ei-

ther a flat apex (α = β), an inverted U shaped apex (α < β), or a U-shaped apex (α > β).
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Qualitatively similar structures were found under regulardiffusion with a similar range in val-

ues ofz, though the square and flat cells embedded in a mainly Turing structure was something

that we did not find under regular diffusion. There was also behavior that we found under

regular diffusion that we did not find with anomalous diffusion, such as breathing stripes and

multiple traveling dislocations that appear to repel each other. With equal diffusion exponents,

it appeared that the effect of anomalous diffusion was to delay the onset of Hopf-type behavior

in terms of increasingz, and also to inhibit spatiotemporal pattern formation, as was seen when

we found only pure Turing and pure Hopf solutions withα = β = 1.1. The main effect of un-

equal but close diffusion exponents appeared to be to alter the apex shape of the spatiotemporal

cells from the case of equal diffusion exponents. When one diffusion was regular and the other

anomalous, we found spatiotemporal spots corresponding tovalleys whose sizes and positions

changed periodically, similar to structures presented in [22]. More generally, we found a large

number of steady state patterns consisting of a localized region or regions of stationary stripes

in a background of time periodic cellular motion, as well as alocalized region or regions of time

periodic cells in a background of stationary stripes. Each such pattern lies on a branch of such

solutions, is stable and corresponds to a different initialcondition. The patterns correspond to

the phenomenon of pinning of the front between the stripes and the time periodic cellular struc-

ture. The different branches live in a region called the pinning region in which such solution

branches snake back and forth. The idea of pinning was originally suggested by Pomeau [88],

who referred to pinning as locking. The idea has been considered and extended by a number of

researchers, including Knobloch and coauthors [1,10,12], who considered localized stationary

patterns in a background of a stationary, spatially uniformstate, as well as in a background of

small amplitude traveling waves, Bensimon et. al. [5], who considered localized traveling rolls
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(stripes) in a background of a stationary, spatially uniform state, and Malomed et. al [69], who

considered localized hexagonal patterns in a background ofstationary stripes. These scenarios

involve a subcritical bifurcation leading to bistability between the basic state and the bifurcated

state after the latter turns around to become stable. In contrast, our study involves bistability

between two stable supercritical branches which exist neara codimension two bifurcation point.

We note that many of these patterns disappear when the sizeL of the domain is considerably

reduced. In the next chapter, we analyze in detail solutionsexhibiting Turing-Hopf coexistence

near the C2THP when both branches are stable and bifurcate supercritically from the homoge-

neous state. These solutions are qualitatively similar to those in this chapter (e.g., Figure 1.12).

However, while only stable solutions may be computed by the time-evolution method of this

chapter, we employ the method of continuation to compute both stable and unstable solutions in

the next chapter. In this way, we obtain the snaking structure of the entire branch of solutions.
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CHAPTER 2

Homoclinic Snaking Near a Codimension Two Turing-Hopf Bifurcation

Point

In this chapter, spatiotemporal Turing-Hopf pinning solutions near the codimension two

Turing-Hopf point of the one dimensional Brusselator modelare studied. Both the Turing and

Hopf bifurcations are supercritical and stable. The pinning solutions exhibit coexistence of

stationary stripes of near critical wavelength and time periodic oscillations near the charac-

teristic Hopf frequency. Such solutions of this nonvariational problem are in contrast to the

stationary pinning solutions found in the subcritical Turing regime for the variational Swift-

Hohenberg equations, characterized by a spatially periodic pattern embedded in a spatially ho-

mogeneous background state. Numerical continuation was used to solve periodic boundary

value problems in time for the Fourier amplitudes of the spatiotemporal Turing-Hopf pinning

solutions. The solution branches are organized in a series of saddle-node bifurcations similar to

the known snaking structures of stationary pinning solutions. We find two intertwined pairs of

such branches, one with a defect in the middle of the striped region, and one without. Solutions

on one branch of one pair differ from those on the other branchby aπ phase shift in the spatially

periodic region, i.e., locations of local minima of solutions on one branch correspond to loca-

tions of maxima of solutions on the other branch. These branches are connected to branches

exhibiting collapsed snaking behavior, where the snaking region collapses to almost a single

value in the bifurcation parameter. Solutions along various parts of the branches are described
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in detail. Time dependent depinning dynamics outside the saddle-nodes are illustrated, and a

time scale for the depinning transitions is numerically established. Wavelength variation within

the snaking region is discussed, and reasons for the variation are given in the context of ampli-

tude equations. Finally, we compare the pinning region to the Maxwell line found numerically

by time evolving the amplitude equations. This chapter is based on joint work with Yi-Ping

Ma of the Department of Geophysical Sciences at the University of Chicago and Department of

Engineering Sciences and Applied Mathematics at Northwestern University.

2.1. Introduction

Localized stationary solutions of reaction-diffusion systems characterized by the coexis-

tence of a flat, i.e., stationary (time independent), spatially homogeneous state with a spatially

periodic state have recently been the subject of much analysis. In the context of variational

systems, a stationary front between two stationary states is expected when both states possess

equal free energy. The point (or curve) in parameter space atwhich the free energies are equal

is referred to as a Maxwell point (curve). When the coexistence is between two flat states, a

perturbation from the Maxwell point results in a time dependent invasion of the energetically

favored state into the other. In [88], Pomeau explains that when the coexistence is between

a flat and spatially periodic state, there is a broadening of the Maxwell point. Thus, within a

finite-width region in parameter space around the Maxwell point, a continuum of such solu-

tions exist. The broadening of the Maxwell point may be explained by the fact that the energy

difference must be sufficiently large in order to displace the front connecting the coexisting

states by one wavelength of the periodic pattern. Equivalently, displacement of the front only

occurs sufficiently far from the Maxwell point. This effect has been referred to (e.g., [10] and
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references therein) as the pinning of the spatially periodic front. By assembling two such fronts

back-to-back, one can construct stationary solutions in which a finite region of spatially periodic

states is embedded in a background of flat state. Such solutions are known as spatially localized

states in other contexts (cf. [55]), but in this chapter we refer to them as pinning solutions.The

pinning phenomenon is explained in detail in [88].

The (variational) 2–3 and 3–5 Swift-Hohenberg equations for a real scalar fieldu(x, t),

which exhibit quadratic–cubic, and cubic–quintic nonlinearities, respectively, have been stud-

ied extensively to illustrate the phenomenon of pinning. Most of these studies have focused on

the subcritical Turing regime where there is bistability between the flat and spatially periodic

states. In [10] for the 2–3 Swift-Hohenberg equation on an unbounded domain, a continuum of

pinning solutions was shown to exist on branches that “snake” back and forth in the bifurcation

diagram forming a series of saddle-node bifurcations. As predicted in [88], the snaking region

was found to straddle the Maxwell point. Solutions on these branches are even in space and

thus preserve the spatial reversibility symmetry(x→ −x, u→ u) of the 2–3 Swift-Hohenberg

equation. The snaking region consists of two intertwined branches, with solutions on one branch

having a local maximum in the central part of the spatially periodic region, and solutions on the

other branch having a local minimum. Solutions at differentpoints along one branch differ in

the width of the spatially periodic region. In particular, traversal through two saddle-nodes or

equivalently one back and forth cycle on the snaking branch corresponds to two wavelengths

of the spatially periodic state being added or subtracted atthe edges of the spatially periodic

region. In addition to the two snaking branches of symmetricsolutions, a series of pitchfork

bifurcations near the saddle-nodes on these branches were found to be connected through a se-

ries of rungs (or ladders) of asymmetric solutions. The entire bifurcation diagram of stationary
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pinning solutions was therefore dubbed snakes-and-ladders. Outside the snaking region, a de-

pinning transition was shown to occur in which wavelengths were either nucleated or destroyed

at the edges of the spatially periodic region. The speed of depinning was calculated analytically

and confirmed numerically. The conservation of a spatial Hamiltonian was shown to select the

wavelength of the spatially periodic state within the snaking region, and the wavelength varia-

tion across the snaking region was qualitatively explainedbased on the free energy variation of

the flat and spatially periodic states. Studies of stationary pinning solutions whose analogs are

not addressed in this chapter include the effects of finite domain lengths on snaking. In [6], it

was shown that snaking branches in a spatially periodic domain terminate on branches of spa-

tially periodic states whose wavenumber depends on the domain length. It was also determined

that these termination points corresponded to the Eckhaus instability boundary. In [42], it was

found that non-periodic and non-Neumann boundary conditions eliminated entirely spatially pe-

riodic states of the Swift-Hohenberg equation, replacing them with states with defects at or near

the boundary. In this case, instead of terminating on spatially periodic branches, the snaking

branches either exit the snaking region and develop into branches of large amplitude patterns,

or they may turn back toward small amplitude and terminate atother primary bifurcation points

on the flat state. In [8], a multiple scale analysis was used to derive an envelope equation for

pinning solutions of the non-symmetric generalized Swift-Hohenberg equation. More recently,

the entire snakes-and-ladders bifurcation diagram, including in particular the width of the pin-

ning region, was analytically determined through a multiple scale analysis beyond all algebraic

orders for the 2–3 Swift Hohenberg equation near the onset ofsubcriticality (cf. [14]). For the

3–5 Swift-Hohenberg equation, the additional up-down symmetry (x → x, u → −u) admits

two additional snaking branches of odd solutions (cf. [11, 23]). In contrast to the 2–3 case,
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traversal through four saddle-nodes on one snaking branch is required to add two wavelengths

at the edges of the spatially periodic region in the 3–5 Swift-Hohenberg equation (cf. [9]).

Another explanation for the existence of stationary pinning solutions has been given in

terms of reversible spatial dynamics (see e.g., [11,17,18,67], or [27–30] for spike patterns in

singularly perturbed reaction-diffusion systems). In this framework, the locations in the com-

plex plane of the spatial eigenvalues (in the case of flat states) or spatial Floquet multipliers

(in the case of spatially periodic states), along with spatial reversibility are the key components

responsible for the existence of pinning solutions. The most complete account to date of the

snakes-and-ladders bifurcation diagram from this perspective can be found in [4], which for-

mulated a set of hypotheses about the connecting orbit between the flat and spatially periodic

states that guarantees snaking. Whereas the free-energy description is limited only to pinning

solutions of variational systems, the spatial dynamics framework extends the theory of pinning

to a much broader class of systems. In particular, a cubic-quintic Ginzburg-Landau equation can

be derived as a truncated normal form near weakly subcritical Turing bifurcations, and its solu-

tions yield insights into the location of the pinning regionin both variational and nonvariational

systems. While no true snaking is possible in this equation due to phase rotation symmetry

of the spatial dynamical system, branches emanating from Eckhaus bifurcation points exhibit-

ing snake-like behavior (termed “protosnaking”) were found near the nonvariational analog of

the Maxwell point (cf. [50]). Stationary pinning solutions organized along snaking branches

have indeed been observed in many nonvariational systems. In [39], two snaking branches

were computed for the Lugiato-Lefever equation; in addition, it was shown that there are other

pinning solutions found by directly computing the invariant manifolds to the flat and spatially

periodic states. A study of a nonvariational extension of the 3–5 Swift-Hohenberg equation
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in [43] stressed that asymmetric pinning solutions on the laddersare expected to travel in non-

variational systems. In [67], the forced complex Ginzburg-Landau equations were shownto

exhibit a different growth mechanism by which periodic structures were nucleated or destroyed

in the middle of the spatially periodic region as opposed to the edges. In this case the codimen-

sion two point marking the onset of snaking corresponds to the simultaneous occurrence of a

(codimension-one) heteroclinic orbit between two inequivalent flat states and a (codimension-

one) supercritical Turing bifurcation on one of them. Hencethe nature of the bistability between

flat and spatially periodic states in this study differs fromthe aforementioned studies that mainly

focused on subcritical Turing bifurcations.

Nonvariational systems allow for temporal oscillations, which have not been considered in

the context of snaking structures of pinning solutions. In particular, pinning solutions charac-

terized by a coexistence of Turing and Hopf states have been observed in [22] in the vicinity of

a codimension two Turing-Hopf point (C2THP) of the (nonvariational) Brusselator model (see

e.g., [79,85,100] and the references therein), where both the Turing and Hopfbifurcations were

supercritical and stable. The Brusselator model, describing a simplified autocatalytic reaction,

has long been a paradigm of nonlinear analysis and is given by

ut = Duxx + E − (B + 1)u+ vu2 , x ∈ R, t > 0; (2.1a)

vt = vxx +Bu− vu2 , x ∈ R, t > 0, (2.1b)

subject to appropriate initial and boundary conditions. Note that, unlike the Swift-Hohenberg

equations, the spatial dynamics of (2.1) are not Hamiltonian. Spatiotemporal patterns near the

Brusselator C2THP have also been computed for the superdiffusive variant of (2.1) in [96]. Both
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of these studies were restricted to using only time evolution techniques to compute the pinning

solutions, which only yielded a very narrow view of all possible Turing-Hopf pinning solutions,

since only stable solutions can be computed with a standard initial boundary value problem

(IBVP) code. Furthermore, the manner in which these solutions are organized on solution

branches is difficult to ascertain. In this chapter, we use AUTO [26] to solve boundary value

problems in time for the0, . . . , N spatial Fourier amplitudes of the solutionsu andv to (2.1) for

appropriately largeN , under the assumption of spatial periodicity (the−N, . . . ,−1 modes are

also accounted for since we only consider real solutions). In this way, we obtain both stable and

unstable solution branches, and the structure of these branches is readily obtained. Solutions on

these branches resemble stationary pinning solutions, only with the flat state replaced by Hopf-

like temporal oscillations. The respective growth rates ofthe Turing and Hopf modes near the

C2THP assume the roles of the free energies of the coexistingstates in variational systems, with

larger growth rates implying greater dominance. While the equality of growth rates is not the

analogous Maxwell condition, the “physical” roles of the growth rates and the free energies in

the respective systems are analogous. We remark that space-time solutions presented in this

chapter involve interfaces between regions in space that oscillate in time, and regions that are

spatially periodic and stationary in time. Such interfacescannot be assigned to any of the four

classes of defects solutions proposed in [90] for time-periodic solutions of reaction-diffusion

systems, as the defects discussed generically serve as interfaces between only traveling waves

of nonzero speed.

This chapter is organized as follows. In§2.2, we briefly review the derivation of the ampli-

tude equations near the C2THP of (2.1) and give conditions for Turing-Hopf bistability. These

results are used to facilitate a search in parameter space for Turing-Hopf pinning solutions. In



66

§2.3.1, we describe the equations used to compute the pinningsolutions using the method of

continuation in AUTO. We then present in§2.3.2 the snaking branches on which the pinning

solutions exist and discuss their relationship to the pure Turing and pure Hopf branches. We

describe the solutions found on these branches and how they vary as the solution branch is tra-

versed. In§2.3.3, we illustrate the process by which solutions depin when parameters are set

a distanceδ outside of the snaking region, and give a numerical estimateof the scaling of the

depinning speed with respect toδ. We give a qualitative explanation for the direction of depin-

ning based on the relative dominance of the Turing and Hopf modes. In§2.3.4, we illustrate the

dependence of the wavelength of the spatially periodic state on the parameters of the Brusse-

lator model. In§2.3.5, we offer an explanation for the observed dependence in the framework

of properties of the amplitude equations derived in§2.2. We then conclude and discuss open

problems in§2.4.

2.2. Turing-Hopf Bistability

In this section, we briefly outline the derivation of the evolution equations for the amplitudes

of the Turing and Hopf modes near the C2THP. For a detailed analysis, see [53], or [96] for the

superdiffusive variant of Brusselator model. See [110] for a review of normal form theory near

the codimension two point, and [85] and [38] for a weakly nonlinear analysis of Turing patterns

of the regular and superdiffusive Brusselator models in twodimensions. Stability results from

analysis of the amplitude equations will yield the regime ofTuring-Hopf bistability in which

pinning behavior is possible, as it is in this regime of bistability that the pure Turing and pure

Hopf modes may coexist in physical space.
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The system (2.1) has one spatially homogeneous steady state(u, v)⊤ = (E,B/E)⊤. Here,

⊤ denotes the transpose. AsB is increased pastBH = 1 + E2, the basic state loses stability

through a Hopf bifurcation yielding spatially homogeneoustemporal oscillations of frequency

ωc = E. AsB is increased pastBT = (1 + E
√
D)2, a steady state Turing bifurcation occurs,

yielding a stationary spatially periodic pattern with critical wavenumberkc = [E/(
√

1 + E2 −

1)]1/2. When the Hopf and Turing bifurcations occur simultaneously, i.e., whenBH = BT , the

point in parameter space is referred to as a codimension two Turing-Hopf point. This condition

is satisfied whenD = Dc = [(
√

1 + E2 − 1)/E]2. To analyze the slow time evolution of the

two modes near the C2THP, we letB = BH + ǫ2µ andD = Dc + ǫ2ρ, where0 < ǫ≪ 1 andµ

andρ are bothO(1). Whenρ > 0 (ρ < 0), the Hopf (Turing) bifurcation is the first to occur as

B is increased. Introducing the slow time scaleT = ǫ2t and the long spatial scaleX = ǫx and

perturbing the steady state by(u, v)⊤ = (E,B/E)⊤+ ǫaA(X, T )eikcx + ǫcC(X, T )eiωct + c.c.,

wherea = ((E2 + k2
c )/BH , 1)⊤, c = (−E(E + i)/BH , 1)⊤, andA(X, T ) andC(X, T ) are the

complex amplitudes of the Turing and Hopf modes, respectively, the amplitude equations are

readily calculated as

AT = ζAXX + γA− g|A|2A− λ|C|2A , (2.2a)

CT = (κr + iκi)CXX + νC − (βr + iβi)|C|2C − (δr + iδi)|A|2C . (2.2b)

The constants in (2.2) are given in the appendix. All constants in (2.2) are real and, with the

exception ofν andγ, only functions of the parameterE. The coefficientν is given byν = µ/2,

while γ is a function ofµ, ρ, andE. The conditions for supercriticality of the Turing and

Hopf bifurcations areg > 0 andβr > 0, where the latter condition is always satisfied for the
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Brusselator model. A value ofE for which the former is satisfied isE = 1.4, which is the

value used in all computations presented herein. For this value ofE andρ > 0, the bifurcation

scenario is given in Figure 9(g) of [53]. The pure Turing mode stabilizes whenµ (and thus the

amplitude of the pure Turing mode) is sufficiently large to suppress growth of the Hopf mode.

This value ofµ can be readily computed from a linear stability analysis of (2.2). These weakly

nonlinear results were used in the initial search for a pinning region in parameter space.

2.3. Snaking Structure and Pinning Solutions

In this section, we first introduce the numerical procedure to be used to compute the pinning

solutions. Both time evolution of the PDE system (2.1) and continuation for a system of ODEs

(given in§2.3.1), gotten by representing the solutions by a finite number of Fourier modes, are

employed. We then present the main results regarding the existence of a robust region in pa-

rameter space in which stationary striped structures and time periodic oscillations coexist in the

same spatial domain. Such solutions vary continuously withthe parameters of (2.1) and lie on

snaking branches, each of which is characterized by a seriesof saddle-node bifurcations similar

in appearance to the well known snaking structures found in studies of stationary pinning solu-

tions. Two intertwined pairs of such solution branches are shown to exist. The main difference

between solutions on these two pairs of branches is that on one pair, a defect is present at the

center of the striped region, and on the other pair, no defectexists. Solutions on one branch of

one pair differ from those on the other branch by aπ phase shift in the spatially periodic region,

i.e., locations of local minima (maxima) of solutions on onebranch correspond to locations of

maxima (minima) of solutions on the other branch. We discusswhere these branches bifurcate,
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and describe the differences between solutions on different parts of each branch. For the non-

defect pair of solutions, we discuss the depinning transition and wavelength selection. Lastly,

we relate the results back to properties of the amplitude equations.

2.3.1. Numerical Methods

We employ two approaches to numerically determine the bifurcation branches and the structure

and stability of the solutions on those branches. In the firstapproach we solve the IBVP for the

PDE system (2.1) and evolve the initial conditions to their eventual steady states. To determine

the structure and stability of the solution branches, we employ AUTO, a continuation package

which follows solutions along the various branches and determines their stability. The IBVP

solver was used to 1) perform parameter searches to determine the parameters for pinning, and

2) provide appropriate initial guesses to be used in the AUTOcomputations. AUTO was then

used to compute all the solution branches that we found and determine their stability.

We now describe the process by which we employed time evolution to compute pinning

solutions. To locate the region in parameter space where pinning is possible, we first solved the

IBVP system (2.1) withE = 1.4 using a Fourier spectral method in space and a semi-implicit

second order two step predictor-corrector method in time. The diffusion terms of (2.1) were

treated implicitly while the reaction terms were treated explicitly. The latter were first computed

in physical space before being transformed into Fourier space, where all time stepping was

performed. The initial conditions foru andv were set as
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(u, v)⊤ = (E,B/E)⊤ + ǫRe
[

aeikcxθ(x) + c(1 − θ(x))
]

,

θ(x) ≡ H(x+ ℓ/2) −H(x− ℓ/2) ; ℓ < L ,

(2.3)

on a domain of lengthL subject to periodic boundary conditions, whereH(x) is the Heaviside

step function. Thus, the initial condition (2.3) contains apure Turing mode on the interval

[−ℓ/2, ℓ/2] and a pure Hopf mode on[−L/2,−ℓ/2) ∪ (ℓ/2, L/2]. Theu component of (2.3) is

depicted in Figure 2.1(a). Note that the basic state ofu is u = E = 1.4.

Fixing E = 1.4 and settingµ (equivalently,B) sufficiently large as determined in§2.2 so

that the pure Turing mode is stable, we variedρ (equivalently,D) until (2.1) yielded a time peri-

odic solution marked by the coexistence of Turing and Hopf modes on the same spatial domain.

The large time behavior of such a solution is depicted in the space-time plot in Figure 2.1(b),

which shows a nearly stationary striped region embedded in abackground of low wavenumber

Hopf-like oscillations. Note that the locations of the interfaces between the Turing and Hopf

regions remain constant in time. In all space-time plots, the spatial variablex is plotted on

the horizontal axis, the temporal variablet is plotted on the vertical axis, and dark (light) re-

gions indicate larger (smaller) values ofu(x, t). Space-time plots ofv(x, t) simply appear as

black-and-white inverted plots ofu, and are thus not included.

Most of the solutions shown in this section resemble an interval in time of Figure 2.1(b) con-

sisting of one complete cycle of the oscillatory region. Analogous to the well studied problems

in homoclinic snaking of stationary solutions, (2.1) admits an infinite multiplicity of solutions

similar to Figure 2.1(b) that differ in the width of the striped region. While Figure 2.1(b) ap-

pears to be time periodic, all solutions that we have computed by means of time evolution have
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(a) typical initial condition foru (b) large time spatiotemporal behavior ofu

Figure 2.1. (a) Line plot of a typical initial condition ofu for L ≈ 137.37, E = 1.4,
ǫ = 0.1, µ = 25, andρ = 0.178 (equivalently,B = 3.21, D ≈ 0.2666). (b) Space-time
plot of u for large time starting from the initial condition in (a). Turing and Hopf modes
coexist on the same spatial domain in a time periodic solution.

exhibited a slight aperiodicity, possibly due to the difference between the oscillation frequen-

cies of the pure Hopf mode and the mixed mode between Hopf and Turing. However, time

periodic solutions do exist and can be found using AUTO, which was the main tool in obtaining

the results reported in this chapter.

One of the main capabilities of AUTO is the computation and continuation of limit cycles

of systems of ordinary differential equations. To exploit this capability, we used AUTO to solve

the time periodic BVP

1

T

dûk

dt
= −D

(

2πk

L

)2

ûk + F̂ (u, v)k , ûk(0) = ûk(1) , k = 0, . . . , N , (2.4a)

1

T

dv̂k

dt
= −

(

2πk

L

)2

v̂k + Ĝ(u, v)k , v̂k(0) = v̂k(1) , k = 0, . . . , N , (2.4b)
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wheref̂k denotes the amplitude of thek-th mode of the(N+1)-mode Fourier transform off .

In (2.4),F (u, v) andG(u, v) are the reaction terms on the right-hand sides of (2.1a) and (2.1b),

respectively, andT is the period of the solution as determined by AUTO. As in the time stepping

code, the reaction terms were computed first in physical space before being transformed into

Fourier space. This formulation allowed use of the basic elements of the time evolution code

described above, exploiting the fact that the IBVP solver directly computes the right-hand side

of (2.4). The initial guess used to initialize the AUTO computations was the Fourier modes of

u(x, t) andv(x, t) taken between the timest0 ≤ t ≤ t1, whereu(−L/2, t0) andu(−L/2, t1)

are both local maxima; in Figure 2.1(b), this condition corresponds to all slices in time between

two consecutive horizontal black stripes, or between one complete oscillation of the Hopf mode.

Here,u(x, t) andv(x, t) are solutions computed by time evolution. While, as noted previously,

u(x, t0) is not identical tou(x, t1), the aperiodicity is not so severe that AUTO is unable to

converge onto a time periodic solution from the initial guess. Indeed, the solutions that AUTO

computes are exactly periodic in time. We suspect that such time periodic solutions to (2.1)

exist, though with an extremely small domain of attraction.

We make the following observations. First, in the example inFigure 2.1 withL ≈ 137.37,

results of the bifurcation diagram and solutions foru andv hardly changed as the number of

Fourier modes was increased fromN = 128 to N = 256. Comparing two corresponding

saddle-nodes in the snaking region, the value ofD at the saddle-nodes differed in the two

resolutions by less than0.004%. Thus,N = 128 was used in the computations. The lengthL

was chosen so that exactly 36 wavelengths of a pure Turing solution with wavenumberk = kc

would fit in the domain. However, as we will show below, only 35wavelengths are present when

the solution is continued to a near-pure Turing state. Second, a pinning region in parameter
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space further into the nonlinear regime was documented in [22]. This regime was found to

exhibit highly relaxational temporal oscillations that required a higher temporal resolution in

AUTO to resolve. This was not conducive to this study, as the number of modes required to

resolve the spatial variation already led to time-intensive computations. Further, results from

AUTO indicate that solutions of the more nonlinear parameter regime may not be connected

through the familiar snaking structure that will be presented in the next section for the weakly

nonlinear regime. Lastly, the norm used as the measure of thesolutions and plotted on the

y-axis of the bifurcation diagrams below is given by

L2F =

√

√

√

√

∫ 1

0

N
∑

k=0

[û2
k(t) + v̂2

k(t)] dt . (2.5)

The norm (2.5) is close to but not exactly equivalent to theL2 space-time norm, differing by a

factor of two under the square root fork 6= 0. Also, since only even solutions are considered,

ûk(t) andv̂k(t) are real for allk andt.

2.3.2. Main Results

The complete bifurcation diagram of all solutions found is shown in Figure 2.2, where the

diffusivity D is treated as the bifurcation parameter and plotted on the horizontal axis, and the

norm (2.5) as the measure of the solutions plotted on the vertical axis. Heavy (light) segments

indicate stable (unstable) solution branches. Representative solutions from each branch are

shown in the figures below. We begin with a broad overview of each branch and discuss how

they are located with respect to each other. We then describeeach branch, and the corresponding

solutions, in detail. We note that all branches and their solutions, stationary and time periodic,
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were computed by AUTO; different options were used to directAUTO to compute each type of

solution.
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Figure 2.2. Complete bifurcation diagram forB = 3.21, E = 1.4, L ≈ 137.37. The
bottom two branchesBT andB

(D)
T are the stationary pure Turing and defect branches,

respectively. The top branchBH is the pure Hopf branch. The main snaking region
on the left consists of two pairs of intertwined branchesBP0 andBPπ, andB

(D)
P0 and

B
(D)
Pπ . Connected to these branches in the manner describe in Figure 2.5 are two distinct

branchesBC1 andBC2 exhibiting collapsed snaking behavior. The inset is a magnifica-
tion of the main snaking region inside the rectangle.

Figure 2.2 includes two pure Turing branchesBT0 (local maximum atx = 0) andBTπ (local

minimum atx = 0), indistinguishable by the measureL2F . These two branches arise from

the rotational invariance of the solutions of (2.2a). In particular,A =
√

(γ − ζk2)/gei(kx+φ)

(|k| ≤
√

γ/ζ) is a solution to (2.2a) for anyφ whenC = 0. However, within (2.1), the

phasesφ = 0, π are the only ones that preserve the spatial reversibility symmetry. The stability
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transition on the pure Turing branches occurs at a Hopf bifurcation point atD ≈ 0.28471. An

analysis of (2.2) (not presented here as it is straightforward) predicts that, withǫ2 = 0.01 and

µ = 25, the transition occurs atD ≈ 0.28531, a difference of approximately6 × 10−4. The

point of stability transition also corresponds to the bifurcation point of the mixed mode. For

clarity, we have plotted only a portion of the two pure Turingbranches, and chosen not to plot

the (unstable) mixed-mode branch. The pure Hopf branch, denoted byBH , corresponds to the

time periodic solution to (2.2b) withA = 0. The period of oscillations on the pure Hopf branch

is T ≈ 4.6623.

The two Turing-Hopf pinning branchesBP0 andBPπ are connected through a saddle-node

bifurcation near the stability transition of the pure Turing branches. At this saddle-node point,

the solution resembles solutions along the pure Turing branchesBT0 andBTπ, with a small

amplitude oscillation in time of periodT ≈ 4.4179. As is the case with all solutions described

below, the period of oscillations is close to but not equal tothe period of the pure Hopf oscil-

lations. The space-time plot of the solution foru at the saddle-node, along with two line plots

of two particular slices in time, are shown in Figure 2.3. While the length of the domain is

able to accommodate exactly36 Turing wavelengths of critical wavenumberk = kc, only 35

are present in Figure 2.3. Hence among the discrete band of pure Turing solutions, each with

a slightly different wavenumber allowed by the length of thedomain, we have shown in Figure

2.2 only the two pure Turing branches for which there are35 wavelengths corresponding to

the same number as seen in Figure 2.3. This pattern can be shown to be Eckhaus stable by

analyzing (2.2a) withC = 0.

The branchesBP0 andBPπ continue towards decreasing values ofD before beginning a

snaking process in which the two branches intertwine. In thesnaking region, the solutions on
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Figure 2.3. Space-time plot ofu at the saddle-node bifurcation point of the two Turing-
Hopf pinning branchesBP0 andBPπ. The solution resembles a pure Turing solution
with a small amplitude temporal oscillation of periodT ≈ 4.4179 in the shape of the
spatial envelope. The oscillations of the envelope can be inferred from (b) (time slice of
(a) att = 0) and (c) (time slice of (a) att ≈ 2.1586). The parameters areB = 3.21,
E = 1.4, L = 137.37, andD ≈ 0.2843. There are a total of35 Turing wavelengths
present.

these branches resemble that of one temporal period of Figure 2.1(b). Because theL2F norm

of the pure Hopf branch is larger than that of the pure Turing branch, solutions higher up on

the Turing-Hopf pinning branchesBP0 andBPπ have a narrower striped region (i.e., fewer

stripes) than those on the lower branches. Analogous to the distinction between theBT0 and

BTπ branches, the two pinning branches are distinguished by solutions onBP0 having a local

maximum at the center of the striped (Turing) region, and solutions onBPπ having a local

minimum. The upward sloping segments in the snaking region are stable; all other solutions

along the two branches are unstable.

Another pair of intertwined pinning branches,B(D)
P0 andB(D)

Pπ , is also characterized by

striped regions embedded in a background of Hopf-like oscillations. However, solutions on

these two branches exhibit a defect in the central part of thestriped region. All solutions along

these two branches are unstable. In the same way that the branchesBP0 andBPπ begin near a

Hopf bifurcation point on the stationary pure Turing branch, theB(D)
P0 andB(D)

Pπ branches begin
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near a Hopf bifurcation point on a pair of stationary defect branchesB(D)
T0 andB(D)

Tπ (indistin-

guishable byL2F ). The space-time solution foru at the bottom of theB(D)
P0 branch is shown

in Figure 2.4(a), while Figures 2.4(b) and 2.4(c) are line plots ofu at two instants of time, in-

dicating a slight temporal oscillation in the form of the spatial envelope. Figures 2.4(d) and

2.4(e) show time slices of the solution at the bottom of theB
(D)
Pπ branch, characterized by a

local minimum, instead of a local maximum, at the center of the defect, centered atx = 0.

Within the spatial envelope,35 wavelengths are present. The stationary defect solutions on the

B
(D)
T0 andB(D)

Tπ branches were described analytically in [67] in the framework of (2.2a) near a

supercritical Turing bifurcation. As in the case of two branches of pure Turing solutions, the

stationary defect solutions have either a local minimum or maximum at the center of the defect.

Finally, to the right of the four snaking branches of pinningsolutions are two separate

branchesBC1 andBC2 that exhibit properties similar to collapsed snaking (cf. [67] for sta-

tionary collapsed snaking), where the snaking region collapses to almost a single value in the

bifurcation parameter. Solutions on these two branches consist of two regions in space of ap-

proximately antiphase pure Hopf-like oscillations separated by striped Turing-like structures.

Solutions at different locations on each branch differ in the relative width of the two regions. A

schematic of the connections between all branches discussed is shown in Figure 2.5.

All solutions on the branches described are even aboutx = 0. We have not been able to find

any solutions that are odd. By time evolving (2.1) initialized with particular initial conditions,

we attempted to compute odd solutions in which two Hopf regions separated by a striped region

oscillate antiphase. However, due to the apparent presenceof weak coupling of the Hopf regions

through the striped region, the initially antiphase oscillations synchronize over time. We were

also unable to compute asymmetric solutions that, in the stationary pinning solutions of the
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Figure 2.4. Solutions at the bottom of theB(D)
P0 andB

(D)
Pπ branches. The oscillations of

the spatial envelope (T ≈ 4.4167) can be inferred from (b) (time slice of (a) att = 0)
and (c) (time slice of (a) att ≈ 2.1991) for theB

(D)
P0 branch. Time-slices for theB(D)

Pπ
branch are shown in (d) and (e) (T ≈ 4.4166). The parameters areB = 3.21, E = 1.4,
L = 137.37, andD ≈ 0.28544. Within the spatial envelope,35 wavelengths are present.



79

Swift-Hohenberg equations (see e.g., [11] and [14]), make up the “rungs” that connect two

intertwined snaking branches. Such solutions can be constructed by “gluing” together parts of

solutions on one branch. However, when considering time periodic solutions, as we do here,

each component must have the same temporal period, which is generally not the case. As a

result, AUTO will not be able to converge to a time periodic solution. This is a fundamental

difficulty with the present model, not encountered in previous studies of stationary pinning

regimes.
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Figure 2.5. Schematic bifurcation diagram of Figure 2.2 illustrating connections be-
tween branches. The dashed boxes represent snaking regions. Dark segments indicate
the existence of branches of stable solutions.

We now discuss each pair of branches in detail starting with the two pure Turing branches. In

Figure 2.6, we show the solutions at the point of the stability transition where a Hopf bifurcation
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occurs, marked by a solid circle in Figure 2.6(a), on the branchesBT0 andBTπ. The four

pinning branches are also visible in Figure 2.6(a); in particular, the saddle-node point from

which theBP0 andBPπ branches bifurcate can be seen to be located near the aforementioned

Hopf bifurcation point on the pure Turing branches. Multiple Hopf bifurcation points occur on

theBT0 andBTπ branches; the one marked by the solid circle located at the stability transition

point is the one that occurs at the smallest value ofD. The corresponding (stationary) solutions

for u are plotted in Figure 2.6(b), which has a local maximum atx = 0 (BT0) and Figure 2.6(c),

which has a local minimum atx = 0 (BTπ). For clarity, only the intervalx ∈ [−20, 20] is

shown. The entire domain contains35 wavelengths.

As stated above, the two Turing-Hopf pinning branchesBP0 andBPπ bifurcate from the

saddle-node point located near the stability transition point of the two pure Turing branches

BT0 andBTπ. In Figures 2.7(b) and 2.7(c), we show one space-time solution for u from the

lower part of each branch to illustrate how the solutions on the branches differ from that of

the saddle-node shown in Figure 2.3(a). Similarities between Figures 2.7(b) and 2.7(c) are

immediate when spatial and temporal periodicity of the space-time plots are considered. This

similarity is apparent when comparing Figure 2.7(c) to Figure 2.7(d), the latter of which has

been periodically shifted in both space and time from Figure2.7(b). The center of the striped

region occurs atx = 0 (or, by periodicity, the leftmost point in space of Figure 2.7(b)). In

Figure 2.7(d), the center of the striped region is a local maximum (dark stripe) while in Figure

2.7(c), it is a local minimum (white stripe). These two solutions differ slightly both in the

temporal period and the wavelength of the striped region. The mechanism(s) that affect these

two quantities is an open problem. Experiments involving the time evolution of (2.1) suggest

that the selection of the wavelength of the striped region isindependent of initial conditions.
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Figure 2.6. Closeup of stability transition point (indicated by solid circle) on the pure
Turing branches (a) and the corresponding solutions foru onBT0 (b) andBTπ (c). The
pure Turing branches are indistinguishable by the measureL2F . The parameters are
B = 3.21, E = 1.4, L ≈ 137.37, andD ≈ 0.2847.

Snaking higher up theBP0 andBPπ branches, the spatial extent of the striped region is re-

duced through a series of saddle-node bifurcations. In Figure 2.8, we show the solutions at two

saddle-nodes in the snaking region of theBPπ indicated in Figure 2.8(a) (theB(D)
P0 andB(D)

Pπ

branches have been removed for clarity). We note in Figure 2.8(a) that, while the saddle-nodes

exhibit an approximate “lining-up property” (cf. [34]) where saddle-nodes occur at approxi-

mately the same value of the bifurcation parameter, we observe a nonmonotonic convergence

of saddle-nodes in the parameterD, a departure from previous results on stationary snaking
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Figure 2.7. Solutions on the lower part of the Turing-Hopf pinning branchesBP0 (b)
andBPπ (c). The temporal periods are, respectively,T ≈ 4.6450 andT ≈ 4.6452. In
(d), we show a periodically (temporally and spatially) shifted plot of (b), illustrating the
similarity between (b) and (c). The parameters areB = 3.21, E = 1.4, L ≈ 137.37.

branches. The solution at the lower saddle-node, shown in Figure 2.8(b), is Turing-dominated

while the one at the higher saddle-node, Figure 2.8(c), is Hopf dominated, consistent with the

fact that in Figure 2.2, the stationary Turing branches havethe smallest values ofL2F and the

pure Hopf branch the largest. The periods of the solutions also differ slightly, with that of the

solution higher on the branch closer to the period of the pureHopf solution. While the number

of stripes is difficult to quantify due to temporal oscillations and the interaction between Turing
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and Hopf regions, the process by which solutions gain or losestripes can be clearly seen by

comparing solutions at particular points in time.
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Figure 2.8. Progression of solutions along the snaking region (a) of theBPπ branch. In
(b), the striped region occupies the majority of the spatialdomain, while in (c), the time
oscillatory region is dominant. The temporal periods of thesolutions areT ≈ 4.6573 (b)
andT ≈ 4.6597 (c). The parameters areB = 3.21, E = 1.4, L ≈ 137.37, D ≈ 0.26685
(b) andD ≈ 0.26682 (c).

In Figure 2.9 we show the process of the nucleation of a Turingcell, or stripe, as theBPπ

branch is traversed downwards. In particular, for a typicalsegment of the snaking branch, we

illustrate the difference between solutions at three consecutive saddle-nodes by plottingu(x, t0),

wheret0 ∈ [0, T ] is the instant in time when the center of the oscillatory region in u attains a

local minimum in time. In Figure 2.9(a), we indicate the three saddle-node points of interest
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as well as two intermediate points. In Figure 2.9(b), the solution at saddle-node point (b) has

a main Turing region containing 10 local maxima at whichu has a value between2 and2.5.

The main Turing region is bounded between two pairs of local maxima of lesser value. As the

branch is traversed downwards, the two pairs of local maximagrow in amplitude, as seen in

Figure 2.9(c), 2.9(d), 2.9(e), while very little is changedin the main Turing region. Once the

saddle-node point (f) is reached (Figure 2.9(f)), the larger of the pair of maxima has grown to

approximately equal height as the outer pair of maxima of themain Turing region. Thus, as the

branch was traversed from saddle-node point (b) through saddle-node point (d) to saddle-node

point (f), the main Turing region gained one pair of maxima, or two Turing wavelengths.

We make some remarks regarding the process illustrated in Figure 2.9. First, the mechanism

of nucleation at the edge of the Turing region, including in particular the nucleation of two

Turing wavelengths for every two saddle-nodes, is the same as that reported for the 2–3 Swift-

Hohenberg equation in [9]. Second, comparing Figures 2.9(b) and 2.9(f) reveals thatthe larger

the extent of the Turing region, the more the central stripesresemble that of the pure Turing

stripes at the same value ofD. This trend suggests that there is weak coupling between thetwo

Turing-Hopf interfaces through the Turing region, and thatthe coupling strength weakens the

greater the distance between the two Turing-Hopf interfaces. Third, all corresponding space-

time solutions of Figures 2.9(b)–2.9(f) have slightly different temporal periods, given in the

caption of Figure 2.9. Lastly, we observe the same nucleation characteristics for the defect

pinning branches.

Solutions on theB(D)
T0 andB(D)

Tπ branches are characterized by a spatially periodic pattern

contained within a spatially varying envelope. Solutions on B(D)
T0 (B(D)

Tπ ) have a local maxi-

mum (minimum) atx = 0. As indicated in Figure 2.10(a), both stationary defect branches are
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Figure 2.9. Illustration of the nucleation process that occurs at the edge of the Turing
region. In (a), the locations on theBPπ branch of the subsequent figures are indicated. In
the progression (b)–(f), the Turing region grows by a width of two wavelengths through
the increase in amplitude of a pair of local maxima at its edges. The temporal periods
of the solutions areT ≈ 4.6597 (b), T ≈ 4.6597 (c), T ≈ 4.6596 (d), T ≈ 4.6595 (e),
T ≈ 4.6594 (f). The parameters areB = 3.21, E = 1.4, andL ≈ 137.37.
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unstable. Multiple Hopf bifurcation points occur on the twobranches; the one marked by the

solid circle is the one that occurs nearest the bifurcation point of the defect Turing-Hopf pinning

branchesB(D)
P0 andB(D)

Pπ . The two solutions at the Hopf bifurcation points are shown in Figures

2.10(b) and 2.10(c). Like the space-time solution at the bifurcation points of theB(D)
P0 andB(D)

Pπ

branches in Figure 2.4,35 wavelengths are present inside the spatial envelope.
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Figure 2.10. Closeup of the Hopf bifurcation point (indicated by solid circle) nearest
the saddle-node bifurcation point ofB

(D)
P0 andB

(D)
Pπ on the stationary defect branches (a)

and the corresponding solutions foru on B
(D)
T0 (b) andB

(D)
Tπ (c). The stationary defect

branches are indistinguishable by the measureL2F . The parameters areB = 3.21,
E = 1.4, L ≈ 137.37, andD ≈ 0.28544.



87

As seen in Figure 2.10(a), the defect Turing-Hopf pinning branchesB(D)
P0 andB(D)

Pπ begin

near a Hopf bifurcation on the stationary defect branchesB
(D)
T0 andB(D)

Tπ . The space-time so-

lution at the bifurcation point is shown in Figure 2.4(a). The similarity between this solution

and the stationary defect solution at the Hopf bifurcation point is immediate upon comparing

Figure 2.4(b) to Figure 2.10(b) and Figure 2.4(d) to Figure 2.10(c). In Figure 2.11, we show two

typical defect Turing-Hopf pinning solutions at low and high saddle-node points on theB(D)
Pπ

branch (Figure 2.11(a)). Other solution branches have beenremoved for clarity. The defect can

be seen to be centered aroundx = 0 in Figures 2.11(b) and 2.11(c). As with the non-defect

pinning branchesBP0 andBPπ, solutions lower on the branch have a larger striped region than

those higher on the branch. The manner in which Turing wavelengths are nucleated on the

branchesBP0 andBPπ also applies to solutions on the defect pinning branches, and thus is not

shown. We remark that although stationary defect pinning solutions have not been observed in

the Swift-Hohenberg equations, they have been found in a periodically forced Ginzburg-Landau

equation originally proposed in [7] and subsequently studied in detail in [13]. In this example

the two “hybrid” snakes formed by defect pinning solutions coexist in the same snaking region

as the two “primary” snakes formed by non-defect pinning solutions, precisely as in Figure 2.2.

Besides, it was theoretically predicted in [13] that as the spatially periodic region of the pin-

ning solution becomes wider along the snaking branches, thelocations of the saddle-nodes on

the two hybrid snakes approach their limiting values from the other direction and more slowly

compared to those on the two primary snakes, which again agrees with the upper portion of

Figure 2.2.

The collapsed snaking branchesBC1 andBC2 lie to the right of the four main snaking

branches described above. All solutions on the two branchesare unstable. TheBC1 branch
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Figure 2.11. Progression of solutions along the snaking region (a) of theB
(D)
Pπ branch.

In (b), the striped region occupies the majority of the spatial domain, while in (c), the
time oscillatory region is dominant. The temporal periods of the solutions areT ≈
4.6533 (b) andT ≈ 4.6592 (c). The parameters areB = 3.21, E = 1.4, L ≈ 137.37,
D ≈ 0.26690 (b) andD ≈ 0.26683 (c).

connects toBPπ, andBC2 connects toB(D)
Pπ , both through a complex array of saddle-nodes that

will not be described here. A simplified schematic of these connections is shown in Figure 2.5.

In Figure 2.12(a), we show a closeup of the two collapsed snaking branches. As the branch is

traversed beginning from the top, the snaking region appears to collapse to a single value inD

in a back-and-forth manner before broadening out at the bottom. Two typical solutions on the
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lower (Figure 2.12(b)) and upper (Figure 2.12(c)) part of theBC1 branch are shown. The solu-

tions on the lower and upper part of the collapsed snaking branches differ in the relative widths

of the mainly spatially homogeneous regions undergoing approximately antiphase temporally

periodic oscillations. This is in direct contrast to the regular snaking behavior discussed above

in which solutions on lower and upper parts of the branch differed in the widths of the spatially

periodic region, i.e., the number of Turing stripes. The fact that in the latter case, stripes are

nucleated or destroyed as the branch is traversed, while in the former case, only the widths

of predominantly spatially homogeneous structures are altered, offers a simple explanation for

the fact that solutions such as those in Figures 2.12(b) and 2.12(c) lie on a collapsed snaking

branch, while those in, e.g., Figure 2.8(b), lie on a snakingbranch with finite width. The differ-

ence between the solutions in Figure 2.12 and those on the other collapsed snaking branchBC2

will be illustrated below.

We make two remarks regarding Figure 2.12. First, the time oscillatory regions of space

in Figures 2.12(b) and 2.12(c) are flatter than those of solutions described above (e.g., Figure

2.11(c)). Further, the frequency of these oscillations is closer to that of the pure Hopf frequency.

These characteristics suggest that there is very little coupling between the time oscillatory re-

gions and the interfaces in between them. Second, the nearlyantiphase temporal oscillations

in Figures 2.12(b) and 2.12(c) are separated by spatially oscillatory structures, while the cor-

responding branches in Figure 2.12(a) snake back and forth in their approach to a single value

in the bifurcation parameter. A direct analog of this scenario for stationary solutions, where

two spatially homogeneous states are connected by spatially oscillatory fronts, is given in [67].

There, the spatially oscillatory fronts were explained by the spatial eigenvalues of the two spa-

tially homogeneous states. In this case, they form a quartetin the complex plane with nonzero
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Figure 2.12. Progression of solutions along the collapsed snaking region (a) of theBC1

branch. The solutions in (b) and (c) (locations on the branchindicated in (a)) differ in
the ratio between the widths of the time oscillatory regions. The temporal periods of the
solutions areT ≈ 4.66234 (b) andT ≈ 4.66231 (c). The parameters areB = 3.21,
E = 1.4, L ≈ 137.37, D ≈ 0.27083 (b) andD ≈ 0.27077 (c).

real and imaginary parts, with the nonzero imaginary parts responsible for the spatially oscil-

latory front. For stationary solutions, the difference between regular snaking and collapsed

snaking behavior has been understood as follows. Collapsedsnaking solutions are explained

in [56] as the intersection of the two dimensional stable and unstable manifolds of two “sta-

tionary” (in space) states in a four-dimensional spatial dynamical system. This codimension

one intersection is the reason behind the collapsed snakingstructure of the solution branches; a
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slight perturbation in the value of the control parameter would lead to the breaking of the non-

robust intersection of the manifolds. In contrast, the robust snaking region of regular snaking

solutions can be explained by a codimension zero intersection between a two dimensional un-

stable manifold of a stationary (in space) state with a three-dimensional center-stable manifold

of a periodic orbit in space, with spatial reversibility guaranteeing the return orbit to the station-

ary state. Extension of this description to the present caseof time dependent snaking behavior

involves dimension counting in the style of [90] in the infinite dimensional phase space of (2.1),

and is left as future work.

In Figure 2.13(b), we illustrate the difference between twocomparable solutions on theBC1

andBC2 branches, respectively. The solid curve shows the solutionu(x) of Figure 2.12(b)

at the time whereu(0, t) is a local maximum. The dashed curve shows the same slice of a

similar solution on the other collapsed snaking branchBC2. The respective locations of the

two solutions are shown in Figure 2.13(a). As has been the distinction between the0 and

π regular snaking branches, points in space where solutions on BC1 attain a local maximum

(minimum) are approximately points where those onBC2 attain a local minimum (maximum).

This antiphase relationship between the two collapsed snaking branches is not as exact as in the

regular snaking branches, perhaps due to the separation of the collapsed branches in parameter

space.

2.3.3. Depinning Transition

Within the regular snaking region described above, the solutions are time periodic and the rel-

ative widths of the striped and time oscillatory regions remain constant in time. That is, the

Turing-Hopf front is pinned while the solution is inside thesnaking region. Outside the snaking
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Figure 2.13. In (a), the bottom of theBC1 andBC2 branches are shown. In (b), two
slices of space-time solutions onBC1 (solid) andBC2 (dashed) are shown. Their lo-
cations on the respective branches are indicated in (a) by solid circles. The spatially
periodic regions of the two solutions oscillate approximately antiphase with periods
T ≈ 4.66234 (solid) andT ≈ 4.66229 (dashed). The parameters areB = 3.21,
E = 1.4, L = 137.37 andD ≈ 0.27083 (solid) andD ≈ 0.27185 (dashed).

region, the fronts are expected to depin, as was the case for the 2–3 Swift-Hohenberg equation

in [10]. The direction of depinning may be inferred from the weaklynonlinear analysis. In

§2.2, we found that whenρ > 0, or equivalentlyD > Dc, the Hopf bifurcation occurs first asB

is increased. This suggests that whenD is increased, the Hopf mode becomes more dominant

relative to the Turing mode. Thus, whenD is set to the right of the pinning region, the Hopf

region is expected to invade the striped region. Figure 2.14illustrates the depinning dynamics

that occur in this scenario. Figure 2.14(b) shows a space-time plot ofu where the temporal

oscillations have been removed for clarity by only recording times at which the center of the

time oscillatory region attained a local minimum in time. Asexpected, the Hopf region (white)

invades the striped region. The time evolution of (2.1) was initialized with one slice in time

of the space-time solution ofu andv at a particular saddle-node as computed by AUTO. The
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parameterD was set atD = Ds + δ with δ > 0, whereDs is the value at the particular saddle-

node marked by a solid circle in Figure 2.14(a). Invasion of the striped region was observed

when the process was repeated withD set to the left of the snaking region (Figure 2.15).
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Figure 2.14. Shown in (a) is a closeup of theBPπ branch with the location of the
initial condition indicated by the solid circle. At the saddle-node,D = Ds ≈ 0.26683.
The evolution up the branch atδ distance outside the snaking region is depicted by
the vertical arrow. The space-time depiction of the solution starting from this initial
condition is shown in (b) forδ = 1 × 10−5. Only the time slices at which the center
of the time oscillatory region is at a local minimum are included. The slow-fast-slow
evolution ofL2S(t) of the time slices of (b) is shown in (c) with timet on the horizontal
axis. The corresponding slow and fast regions are indicatedin (a). Theδ−1/2 scaling of
the time of traversal between two saddle-nodes is shown in the log-log plot in (d). The
solid line is a least squares fit through the data points (empty circles). The dashed line
has a slope of−1/2.
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The progression of the solution mirrors the depinning of stationary pinning solutions in [10].

Initialized in the neighborhood of a saddle-node, the solution evolves in a manner so as to

approach the solution at the saddle-node either below it, ifthe striped state invades, or above

it, when the Hopf state invades. This progression can be inferred from Figure 2.8, as stripe-

dominated solutions populate the lower portions of the branch. As in [10], we observe that the

rate of evolution is slow in the vicinity of a saddle-node, increases away from the saddle-node,

and decreases again near the next saddle-node. This slow-fast-slow progression past saddle-

nodes has also been observed in nonlinear pulse splitting regimes (see e.g., [34,59,82]). Figure

2.14(c) illustrates the slow-fast dynamics by tracking thespatial normL2S(t) of each slice in

time of Figure 2.14(b). TheL2S norm is defined as

L2S(t) =

√

1

L

∫ L/2

−L/2

u2(x, t) dx .

Note that, unlike theL2F norm in (2.5),L2S(t) decreases as the width of the striped region

decreases. As seen in Figure 2.14(c), the norm decreases in astep-like progression in time, sug-

gesting a sequence of destruction events separated by long intervals of relatively little change.

Because the saddle-nodes do not line up exactly, times spentnear each saddle-node are not

uniformly distributed. We finally remark that the destruction events do not continue until the

system reaches a pure Hopf state. This is due to the presence of stable branches that extend

beyond the snaking region to the right, which can be seen in Figure 2.14(a) as well as in Fig-

ure 2.2. However, the progression of a Turing-Hopf pinning solution down the left side of the

snaking region does evolve to a pure Turing state, seen in Figure 2.15(b). This is suggested by

the snaking diagram shown in Figure 2.15(a). A wavelength adjustment occurs att ≈ 2 × 104
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in Figure 2.15(b) so that the final state, like the pure Turingsolutions described in§2.3.2, has

35 wavelengths.

Repeating the above procedure for variousδ, we observe that the time of traversal from

one saddle-node to the next scales approximately asδ−1/2, the same scaling found in [10] for

the 2–3 Swift-Hohenberg equation. This scaling was determined only by the time to traverse

from the starting saddle-node, indicated in Figure 2.14(a)to the one immediately above it. We

numerically determined the time by calculating the difference between the appropriate time

sliceu(x, t0) of the solution computed by AUTO at the second saddle-node toevery time slice

of Figure 2.14(b). The time at which theL2S norm of the difference was minimized was taken

to be the time at which the solution was considered to have reached the second saddle-node.

The log-log relation of the traversal time to the distanceδ from the saddle-node is shown in

Figure 2.14(d); the solid line is a least squares fit through numerical data (empty circles), and

the dashed line has slope−1/2. We finally remark that the aforementioned slight aperiodicity

of the temporal oscillations in time evolved solutions of (2.1) makes it difficult to determine

whether an integer number of temporal oscillations occur between saddle-node transitions. This

difficulty is exacerbated by the vast difference in the time scales between one temporal period

and the transition time.

2.3.4. Wavelength Selection

In studies of pinning solutions in the stationary Swift-Hohenberg equations, the wavelength of

the periodic state was shown to vary within the snaking region. This variation can be understood

by the conservation of a spatial Hamiltonian (cf. [12]), a property not available in the Brusselator

model. However, in the latter case, the wavelength of the Turing state also varies within the
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Figure 2.15. Shown in (a) is a closeup of theBPπ branch with the location of the initial
condition indicated by the solid circle. At the saddle-node, D = Ds ≈ 0.26649. The
evolution down the branch atδ distance outside the snaking region is depicted by the
large vertical arrow. The space-time depiction of the solution starting from this initial
condition is shown in (b) forδ = −1×10−5. Only the time slices at which the center of
the time oscillatory region is at a local minimum are included. A wavelength adjustment
occurs att ≈ 2 × 104. The final pure Turing state contains35 wavelengths. The
parameters areB = 3.21, E = 1.4, andL = 137.37.

snaking region and is distributed evenly among all stripes.We illustrate this phenomenon for

solutions on theBPπ branch. Figure 2.16(a) shows a scatter plot of the wavelength of the

striped region for solutions in the snaking region. It showsthat, generally, the wavelengthλ

increases as the parameterD increases. Deviation from the trend near the top of Figure 2.16(a)

occurs for solutions near the top of the snaking branch. For those solutions, the Hopf region

has significant influence on the entire striped region as a result of the Turing-Hopf coupling.

For a typical solution, Figure 2.16(b) shows thex locations of each individual local maximum.

The linear relationship implies a spatially uniform wavelength throughout the striped region.

We note that the critical wavelengthλc is λc ≈ 3.8158 and the value ofD at the C2THP is

Dc ≈ 0.26483. Thus, Figure 2.16(a) shows that whenD is closer toDc, the wavelengthλ is
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closer toλc. We also observe this trend with the parameterB; the closerB is toBH , the closer

λ is toλc.
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Figure 2.16. Shown in (a) is a scatter plot of the wavelengthsλ of the striped region
of solutions on the snaking segments of theBPπ branch. Most of the data points are
concentrated in the lower region of the plot and suggest a positive correlation ofλ with
D. The approximately linear behavior shown in (b) of the locations of local maxima of a
typical solution indicates equally spaced peaks and spatially uniform wavelengths. The
parameters areB = 3.21, E = 1.4, andL = 137.37.

There is an important difference, however, between the wavelength selection in Figure

2.16(a) and that found for the (variational) 3–5 Swift-Hohenberg equation in [12]. In the case of

the latter, the snaking region straddles a Maxwell point, a point of energy balance between the

homogeneous and spatially periodic states. Deviation fromthe Maxwell point in the direction

that favors the periodic state causes it to expand, resulting in a uniform increase in wavelength

of the entire spatially periodic region. Further deviationbeyond the snaking region triggers a

depinning transition where the spatially periodic state invades the homogeneous state leading to

a picture similar to Figure 2.15(b). The reverse is true whendeviation from the Maxwell point

energetically favors the homogeneous state. In this case, the picture would resemble Figure

2.14(b). Thus, the variation of the wavelength within the snaking region is consistent with the
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depinning process: when the bifurcation parameter is varied so as to increase the wavelength,

further variation of the parameter in the same direction to outside the snaking region would lead

to an invasion of the periodic state. Conversely, when the parameter is varied so as to decrease

the wavelength, further variation to outside the snaking region would result in an invasion of

the homogeneous state. This relation between wavelength selection and depinning direction

does not apply in the case of the Turing-Hopf pinning solutions, however. Given the depinning

results of§2.3.3, the reasoning above would suggest that the wavelength of the striped region

should decrease (increase) whenD increases (decreases). Figure 2.16(a) suggests that the op-

posite is true for the Turing-Hopf pinning solutions. Thus,the wavelength selection within the

snaking region is unrelated to the direction of depinning. The latter is determined by the relative

dominance between the Turing and Hopf modes and was explained in §2.3.3. An explanation

for the former is given in the next subsection.

2.3.5. Comparison of Pinning Region to Results Based on Amplitude Equations

Like the Turing-Hopf pinning solutions described in§2.3.2 for the full Brusselator model (2.1),

there also exist Turing-Hopf solutions of the amplitude equations (2.2). In such solutions as that

in Figure 2.17(a), regions in space where(|A|, |C|) = (0, C0) are connected by approximately

exponential monotonic fronts (close up in Figure 2.17(b)) to regions where(|A|, |C|) = (A0, 0).

We note that while|C| is stationary,C(x, t) is complex and oscillates periodically in time. The

widths of the Turing and Hopf regions are arbitrary and thus acontinuum of solutions exists for

an appropriate parameter set. Such solutions of the amplitude equations translate to solutions

similar to that shown in Figure 2.8 for the full Brusselator model. However, these solutions of

the amplitude equations exist only on a codimension one subset in parameter space, while the
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snaking region of the Brusselator model is codimension zero. This point is developed further

below. We remark that while Figure 2.17(a) resembles the mesa patterns constructed in [57] for

a particular scaling of (2.1), that analysis does not appearto be applicable to (2.2).

Above,A0 =
√

γ/g is the spatially homogeneous pure Turing amplitude, while the am-

plitude of the Hopf modeC0 ≈
√

ν/βr is slightly affected by interaction with the Turing

mode; its exact determination is beyond the scope of this chapter. The reason that only the

spatially homogeneous Turing amplitude needs to be considered is the property that the spatial

dynamics of (2.2a) conserves a quantity inX (see e.g., [44]) that uniquely selects the wave-

length. In particular, a solutionA = R(X)eiθ(X) must conserve the “angular momentum”

h(X) = R2(X)dθ/dX. If R(X) = 0 for anyX, thenh(X) = 0 for all X. Thus, at any point

at whichR(X) is nonzero,dθ/dX = 0 must hold, leading to a spatially homogeneous Turing

region. By this conservation law, for any solution to (2.2) such that (2.2a) reaches a steady state,

if there exists a region in space such that(|A|, |C|) = (0, C0), regions for which|C| = 0 may

only admit the spatially homogeneousA = A0 state. Indeed, when time evolving (2.2) initial-

ized withA spatially periodic in theC = 0 region, a coarsening of the Turing state occurs until

the region is spatially homogeneous. This wavelength selection within the amplitude equations

may explain the observation in§2.3.4 that the wavelengthλ of the striped region is closer to the

critical valueλc the closer(B,D) are to(BH , Dc), their values at the C2THP.

The front solution to (2.2) shown in Figure 2.17(a) only exists on a positively sloped line

in (µ, ρ)–space through the origin (dashed line in Figure 2.18(a)), acodimension one subset

in parameter space. Theµ–ρ relationship was obtained numerically by time evolving (2.2) for

variousµ andρ and observing pairs(µ, ρ) for which the Turing-Hopf front remained station-

ary. The line shown in Figure 2.18(a) is a least squares fit through the computed data points
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Figure 2.17. Shown in (a) is a plot of the stationary amplitudes of a Turing-Hopf solu-
tion of the amplitude equations. The Turing (Hopf) amplitude is the solid (dashed) line.
The widths of the Turing and Hopf regions are arbitrary. The parameters areµ = 25,
ρ = 0.1682, andE = 1.4. A close-up of the left front is shown in (b).

(empty circles). We refer to this line as the Maxwell line, even though the problem is not varia-

tional. The significance of the Maxwell line is that the snaking region is expected to straddle the

Maxwell line, regardless of whether the system is variational. Another nonvariational example

can be found in [63], where a higher order analytical approximation to the Maxwell curve for

stationary solutions of the (nonvariational) Lugiato-Lefever model was calculated from a sev-

enth order Ginzburg-Landau equation near the codimension two point corresponding to weakly

subcritical Turing bifurcation. This curve was shown to be straddled by a numerically deter-

mined snaking region of [39].

Below the Maxwell line in Figure 2.18(a), the Turing mode becomes less dominant in re-

lation to the Hopf mode, and the Hopf mode invades the Turing mode. Above this line, the

opposite is true. By comparing the Turing and Hopf growth ratesγ andν given in the appendix,

it is easily shown that the ratioγ/ν decreases asD (or ρ) increases. Unlike the full Brussela-

tor model that has a codimension zero snaking region within the parameter space in which a
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continuum of solutions exist, the Turing-Hopf solutions ofthe amplitude equations only exist

on a codimension one subset. The reason is that the amplitudeequations do not capture the

nonadiabatic effects of (2.1) responsible for the pinning of periodic fronts (see e.g., [22,63,88]

and references therein), or equivalently, the broadening of the Maxwell curve. The black dots in

Figure 2.18(a) are computed limits of the snaking region forvarious values ofB for a domain

length ofL = 250. We observed that the limits of the snaking region shift moreto the left,

i.e., closer to straddling the Maxwell line, the larger the value ofL. Comprehensive results for

lengths significantly larger thanL = 250 were difficult to obtain due to computational con-

straints. Besides the length of the domain, another reason for the slight discrepancy may be the

lowest order approximation of (2.1). In [63], it was shown that the weakly nonlinear analysis

must be carried out to higher orders for the Maxwell curve to be straddled by the limits of the

snaking region near a codimension two point. In Figure 2.18(b), we show a semi-log plot of

the width of the snaking region inD for various values of−(B − BH)−1. The dashed line is a

least squares fit through the data points (empty circles). The linear relation indicates that, near

the C2THP, the width of the pinning region inD is exponentially narrow in−(B − BH)−1,

consistent with the scaling analytically determined in [14].
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Figure 2.18. Figure (a) depicts the relationship between the numerically determined
Maxwell line (dashed) and the limits of the pinning region (solid circles). The dashed
line is a least squares fit through data points indicated by empty circles. The relationship
between the Turing and Hopf growth ratesγ andν on the Maxwell line is approximately
linear, as can be seen from (a) along with the expressions forγ andν in the appendix.
Figure (b) is a semi-log plot of the width of the snaking region in D as a function of
−(B − BH)−1. For B nearBH , the width is approximately exponential in−(B −
BH)−1.

2.4. Discussion

In this chapter, we have extended the study of homoclinic snaking of stationary pinning

solutions to solutions exhibiting time periodicity. Whereas most studies in the past have fo-

cused on the subcritical Turing regime of variational models, we have demonstrated snaking

behavior near a C2THP of a nonvariational system where both the Turing and Hopf bifurcations

are supercritical. In the region of Turing-Hopf bistability, we found multiple branches of solu-

tions characterized by a coexistence of temporal oscillations and stationary stripes. By using

AUTO to solve boundary value problems in time for the Fourieramplitudes of the space-time

solutions, we were able to compute both stable and unstable solution branches. Two pairs of

branches were found. Each solution on one pair contained a defect at the center of the striped

region, while solutions on the other pair did not. The solutions on either pair of branches differ
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by aπ phase shift in the spatially periodic pattern. We found thatthese branches displayed a

similar structure to those found for stationary pinning solutions. Further similarities discovered

include the manner in which striped structures of the space-time solutions were destroyed or

nucleated when traversing up or down the branches. The scaling of the speed of the depinning

transition with respect to distance from the nearest saddle-node was also found to be the same

as that observed in studies of stationary pinning solutions. Lastly, within the framework of the

amplitude equations valid near the C2THP, we numerically determined a Maxwell line, and

showed that the pinning region was located nearby, with the separation decreasing as the length

of the domain increased. There are, however, also importantdifferences. The saddle-nodes of

the snaking branches found did not monotonically converge to a single value in the bifurcation

parameter. Also, instead of terminating on the pure Hopf branch the way that stationary pinning

branches terminate on the homogeneous branches, the snaking branches found here connect to a

pair of collapsed snaking branches through a series of complex saddle-nodes. Wavelength selec-

tion of the striped region along the snaking branches is alsodifferent. In particular, wavelength

variation appears unrelated to the direction of depinning as was the case in the Hamiltonian

spatial dynamics of the Swift-Hohenberg equations.

There are many open problems to pursue that would increase the understanding of time pe-

riodic pinning solutions. A qualitative interpretation, analogous to the spatial dynamics frame-

work applied to the stationary pinning solutions, would provide valuable insights into the nature

of the solutions found in this study. A quantitative determination of theδ−1/2 scaling of the de-

pinning time-scale is also a key open problem. Other paths ofanalysis may include calculating

the Maxwell point of the system of amplitude equations, or extending the method of [14] to an-

alytically determine the pinning region. A higher order system of amplitude equations may be
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derived to confirm that the corresponding higher order Maxwell line compares more favorably

to the snaking region. Lastly, it would be interesting to seeif Turing-Hopf pinning solutions

also exist in two dimensions, and if so, if the solutions are also organized on branches that share

the same structure as those found in this chapter and for stationary pinning solutions in the two

dimensional Swift-Hohenberg equations [2, 66]. Turing-Hopf coexistence in two dimensions

near the supercritical C2THP has been numerically observedin [49].
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CHAPTER 3

Localized Pulses in the Singularly Perturbed Regime: The Small

Eigenvalues

Recent attention has focused on deriving localized pulse solutions to various systems of

reaction-diffusion equations. In this chapter, we consider the evolution of localized pulses in

the Brusselator activator-inhibitor model, long considered a paradigm for the study of nonlinear

equations, in a finite one dimensional domain with feed of theinhibitor through the boundary

and global feed of the activator. We employ the method of matched asymptotic expansions in

the limit of small activator diffusivity and small activator and inhibitor feeds. The disparity of

diffusion lengths between the activator and inhibitor leads to pulse-type solutions in which the

activator is localized while the inhibitor varies on anO(1) length scale. In the asymptotic limit

considered, the pulses become pulses described by Dirac delta functions and evolve slowly in

time until equilibrium is reached. Such quasi-equilibriumsolutions withN activator pulses

are constructed and a differential-algebraic system of equations (DAE) is derived, character-

izing the slow evolution of the locations and the amplitudesof the pulses. We find excellent

agreement for the pulse evolution between the asymptotic theory and the results of numerical

computations. An algebraic system for the equilibrium pulse amplitudes and locations is de-

rived from the equilibrium points of the DAE system. Both symmetric equilibria, corresponding

to a common pulse amplitude, and asymmetric pulse equilibria, for which the pulse amplitudes

are different, are constructed. We find that for a positive boundary feed rate, pulse spacing of
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symmetric equilibria is no longer uniform, and that for sufficiently large boundary flux, pulses

at the edges of the pattern may collide with and remain fixed atthe boundary. Lastly, stability

of the equilibrium solutions is analyzed through linearization of the DAE, which, in contrast to

previous approaches, provides a quick way to calculate the small eigenvalues governing weak

translation-type instabilities of equilibrium pulse patterns.

3.1. Introduction

Since Turing [95] showed that diffusion-driven instabilities of a spatially homogeneous

steady-state could give rise to spatially complex patternsin a mixture of chemically reacting

species, reaction-diffusion equations have been paradigms of spatio-temporal pattern formation.

Much of the analysis since has been weakly nonlinear, involving small amplitude patterns aris-

ing from small perturbations of the unstable uniform steadystate. However, numerical studies

(see e.g. [84] for numerical simulations of the two dimensional Gray-Scott model) have shown

that large-amplitude perturbations can lead to the formation of localized structures, solutions

far from equilibrium and thus not amenable to weakly nonlinear analysis. Instead, the method

of matched asymptotic expansions has been applied to construct such localized solutions. Early

works involving the one dimensional Gray-Scott model on theinfinite line include [30], [28]

and [29], where a dynamical systems approach was taken to constructlocalized pulse solutions

and study their stability by analyzing a nonlinear eigenvalue problem (NLEP). In [73], stability

analysis of a one dimensional pulse to transverse perturbations in the second dimension was

performed. Extensions of these results to incorporate finite domain effects for models such as

the Gray-Scott (e.g. [59] and [16]), Gierer-Meinhardt (e.g. [47] and [46]), and Schnakenberg

(e.g [105] and [61]) models have been of recent interest. In one dimension, behaviors such as
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slow pulse evolution, pulse-splitting, and pulse oscillations have been predicted analytically and

confirmed numerically. In [103], the dynamics of a one-pulse solution to a simplified Gierer-

Meinhardt model were analyzed under the influence of a precursor gradient, which was shown

to pin the pulse at a location different from that of equilibrium in the absence of the gradi-

ent. In this work, we consider the slow evolution of multiplepulses in the one dimensional

activator-inhibitor Brusselator model (see e.g., [100] and references therein), long a paradigm

of nonlinear analysis.

The Brusselator model describes the space-time dependenceof the concentrations of the

intermediate productsU (the activator) andV (the inhibitor) in the sequence of reactions

E → U , B + U → V + P , 2U + V → 3U , U → Q . (3.1)

The global reaction isE+B → P +Q, corresponding to the transformation of reactantsE and

B into productsP andQ. The third reaction of sequence (3.1) is autocatalytic in thatU drives

its own production; thus,U is the activator. The autocatalytic reaction requires the presence of

V to proceed; the depletion ofV in the autocatalytic process acts as an inhibition mechanism to

limit the growth ofU . Thus,V is the inhibitor and is subject to low concentrations in regions

of high activator concentration. A different scenario is seen in the Gierer-Meinhardt model [37]

where the autocatalytic reaction is impeded by the presenceof an inhibitor. In this case, high

concentrations of the inhibitor are observed in regions of high activator concentration.

Due to the third reaction in (3.1), the Brusselator model shares the same cubic nonlinearity

as the Gray-Scott and Schnakenberg models but differs in that the former contains a global

feed term of the activator and not of the inhibitor. The feed of the activator comes from the

first reaction in (3.1). The result of a global activator feedterm is that localized pulses in the
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concentration of the activator can decay to either a zero or non-zero value away from their

centers, depending on the value of the feed term. We find that the absence or presence of the

activator feed term has an important role in the evolution ofthe pulses. This is in contrast to

the Gray-Scott and Schnakenberg models, where pulses always decay to zero away from their

centers. Further, while many previous studies considered pure Neumann boundary conditions

for both the activator and inhibitor, we allow for the possibility of a boundary feed term of

the inhibitor, which we find alters the equilibrium solutions as well as the interaction between

pulses and boundaries.

In [79], localized solutions were computed numerically and analyzed for a variation of

the conventional Brusselator model. Instead of the concentration of the reactantE being kept

constant as is the case in most studies of the Brusselator model, it was allowed to vary with space

and time. The diffusion rate ofE was also taken to be significantly larger than those ofU and

V . Localized structures exhibited by the conventional Brusselator model near a codimension

two point were numerically observed under periodic [97] and, additionally, pure Neumann [22]

boundary conditions with similar diffusivities of the activator and inhibitor. In the following

analysis, we consider a singular perturbation of the conventional Brusselator model with an

asymptotically small activator-inhibitor diffusivity ratio, leading to the formation of localized

pulses in the concentration of the activator. Assuming (without loss of generality) that all rate

constants of the reactions in (3.1) are unity, the conventional dimensionless Brusselator model

in a one dimensional domain with slow diffusion of the activator and constant influx of the

inhibitor from the boundaries can be written as
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ut = ǫ2uxx + E − (B + 1)u+ vu2 , −1 < x < 1 , ux(±1, t) = 0 , t > 0 , (3.2a)

vt = Dvxx +Bu− vu2 , −1 < x < 1 , vx(±1, t) = ±A , t > 0 , (3.2b)

supplemented by appropriate initial conditions, whereu ≥ 0 is the activator concentration

(which will be seen to be the localized variable),v ≥ 0 is the inhibitor,0 < ǫ ≪ 1, andA, B,

D andE are non-negative constants. In a study of mesa-type patterns, [57] considers a slightly

different form in which the first and last steps of (3.1) occurmuch more slowly than the other

reactions, leading to the kinetic terms of (3.2a) beingrE − (B + r)u+ vu2 with r small.

The activator drives its own reaction through a positive feedback (thevu2 term in (3.2a)),

while its growth is controlled by the inhibitor, for which there is negative feedback, represented

by the−vu2 term in (3.2b) ( [51]). The condition that the inhibitor diffuses significantlyfaster

than the activator (D ≫ ǫ2) is essential for the formation of pulses, as in [72]. Indeed, the self-

production of the activator in a region of lengthO(ǫ) cannot be sufficiently suppressed by the

inhibitor as the strong inflow of the inhibitor from the peripheral regions continues to feed the

production of the activator ( [52], [51]). It is for this reason, along with the slow diffusion of the

activator, that we expect the formation of localized pulsesin the activator, while the inhibitor

varies over anO(1) length scale. As a result, the leading order interaction between pulses is

due to the slow spatial variation of the inhibitor variable,this interaction having thusly been

termed semi-strong [31]. This regime is in contrast to the weak interaction regime,in which
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D = O(ǫ2), ǫ ≪ 1 and studied in [81] and [82] for the Gray-Scott model, yielding both pulse-

splitting behavior and pulse collisions. In this latter regime, both the activator and the inhibitor

are localized, hence the weaker pulse interaction.

As mentioned, pulse patterns in reaction-diffusion modelsin one dimension (e.g., [46], [59],

[105]) have previously been considered with no-flux boundary conditions, leading to repulsive

pulse-boundary interactions. In contrast, we will show that, in this Brusselator model with

boundary flux, the boundaries of the domain can be attractingfor large enough boundary flux.

We begin in§3.3 by using matched asymptotic expansions to derive a system of differential

algebraic equations (DAE) describing the slow evolution ofN-pulse quasi-equilibrium patterns

(see [32] for a treatment of slow pulse evolution in a regularized Gierer-Meinhardt model).

Considering special two and three-pulse cases, we demonstrate that pulses at the edges of the

pulse pattern (edge-pulses) can be captured by the boundarywhen the boundary feed increases

such that their equilibrium positions no longer lie inside the domain. The term “capture” herein

will refer to the event in which a pulse collides with and remains fixed at the boundary and, in

the cases that we considered, its amplitude changes dramatically over a relatively short time.

The presence of boundary flux also affects equilibrium pulsespacing and requires modification

of the “gluing” construction for equilibrium pulse patterns employed in [104] and [60] for the

Gierer-Meinhardt and Gray-Scott models. Instead, in§3.4, we construct equilibrium solutions

by deriving an algebraic system for equilibrium pulse amplitudes and locations from equilib-

rium points of the DAE. As in the aforementioned studies, symmetric equilibria, corresponding

to a common pulse amplitude, and asymmetric pulse equilibria, for which pulse amplitudes are

different, are found. For symmetric equilibria, we show that pulse spacing is non-uniform due

to boundary flux, and we also give a general criterion for edge-pulses to be captured by the
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boundary. Finally, in§3.5, the stability of the equilibrium points of DAE dynamicsis calcu-

lated analytically which, in contrast to the approach in [104] and [60] for Gierer-Meinhardt and

Gray-Scott models, provides a quick way to calculate the small eigenvalues governing the weak

translation-type instabilities of pulse patterns. In thischapter, however, no analysis ofO(1)

time-scale fast instabilities of the pulse profile, typically governed by a nonlocal eigenvalue

problem (see e.g., [105], [58]), is carried out.

3.2. Scalings

To motivate the scalings with respect toǫ of the parameters and variables in (3.2), we first

note thatu is the localized variable for which the inner region of each pulse hasO(ǫ) width. We

also assume that, sincev is the slowly varying global variable, it is of the same orderin both

the inner region and the outer region away from each pulse. Thus, in order to balancevx to the

boundary feed rate termA in (3.2b),v = O(A) in all regions. In the inner region, we letu =

O(Uin) and assume thatUin ≫ E . In order for the cubic term in (3.2a) to balance the derivative

and linear terms and yield a homoclinic solution inu, we require thatUinA = O(1), orUin =

O(A−1). In the outer region, the termvu2 in (3.2b) asǫ → 0 can be represented as a delta

sequence with weightO(ǫU2
inA), which must balance thevxx term, yieldingA = O(ǫU2

inA).

Thus,Uin = O(ǫ−1/2) andA = O(ǫ1/2). The same scaling is obtained from repeating this

argument for theBu term in (3.2b) withB = O(1). Finally, from (3.2a), assumingvu2 ≪ u,

we haveu = O(Uout) = O(E) in the outer region, which must balance thevxx term in (3.2b),

so thatO(E) = O(ǫ1/2). Thus,u = O(ǫ−1/2) in the inner region whileu = O(ǫ1/2) in the outer

region. Globally,v = O(ǫ1/2). With these scalings forA andE , we rewrite (3.2) as
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ut = ǫ2uxx + ǫ1/2E− (B+1)u+vu2 , −1 < x < 1 , ux(±1, t) = 0 , t > 0 , (3.3a)

vt = Dvxx +Bu− vu2 , −1 < x < 1 , vx(±1, t) = ±ǫ1/2A , t > 0 . (3.3b)

All subsequent analysis and computations will be performedon this system.

3.3. Evolution of Multiple Pulses

Using matched asymptotic expansions, we now construct anN-pulse quasi-equilibrium so-

lution to (3.3) that evolves on an asymptotically slow time-scaleT = ǫ2t; the scale determined

by enforcing consistency in the solvability condition in the inner problem. Assuming anO(1)

separation distance between adjacent pulses and between edge-pulses and the boundaries, we

separately consider the inner problem for each individual pulsej. That is, in thej th inner region,

we recall the inner scalings in§3.2 and introduce the inner variables

u ∼ 1

ǫ1/2
Uj(yj) =

1

ǫ1/2
(Uj0 + ǫUj1 + . . . ) ; yj =

x− xj(T )

ǫ
,

v ∼ ǫ1/2Vj(yj) = ǫ1/2 (Vj0 + ǫVj1 + . . .) ; yj =
x− xj(T )

ǫ
,

(3.4)

where we assumexi < xj for i < j. The solution is thus characterized byN pulses whose form

remains constant while their center and amplitude may vary on a slow time-scale. Substituting

(3.4) into (3.3), we find the leading order equations forUj0 andVj0 :

U ′′
j0 − (B + 1)Uj0 + Vj0U

2
j0 = 0 , −∞ < yj <∞ , (3.5a)

Uj0 → 0 as |yj| → ∞ , (3.5b)
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and

DV ′′
j0

= 0 , −∞ < yj <∞ , (3.6a)

Vj0 bounded as|yj| → ∞ , (3.6b)

where the decay condition onUj0 at±∞ and the boundedness condition onVj0 are required to

match to the outer solution. We remove the translational invariance of (3.5) by requiring that

U ′
j0(0) = 0. Here, the primes indicate differentiation with respect toyj. Since (3.6) leads toVj0

being a constant, the leading order inner equations are uncoupled. We can then readily solve

(3.5) and (3.6) as

Vj0 = V̄j(x1, . . . , xN) ≡ V̄j , j = 1, . . . , N ,

and

Uj0(yj) =
3(B + 1)

2V̄j

sech2
(
√
B + 1

2
yj

)

, (3.7)

whereV̄j is spatially independent but can depend onx1, . . . , xN . In [74], it was shown that

the exponential decay in the tail of (3.7) is replaced by an algebraic decay when the activator

is superdiffusive. We refer to the pre-factor in (3.7) as thepulse amplitude, which is inversely

proportional toV̄j . We will see below that, likexj , V̄j evolves on anO(ǫ2) time-scale. At the

next order, we obtain forUj1 andVj1

U ′′
j1
− (B + 1)Uj1 + 2V̄jUj0Uj1 = −x′j(T )U ′

j0
− Vj1U

2
j0
−E , −∞ < yj <∞ , (3.8a)
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Uj1 →
E

B + 1
as |yj| → ∞ , (3.8b)

and

DVj1 = Vj0U
2
j0 − BUj0 , −∞ < yj <∞ . (3.9)

The limiting condition (3.8b) follows from the fact that in the outer regionu ∼ ǫ1/2E/(B + 1),

which can be deduced from applying the outer region scalingu = O(ǫ1/2) = v and solving for

u in (3.3a). In the far-field, we allowVj1 to grow linearly inyj, with the precise conditions to

come from matching to the outer solution. The solution to (3.9) can then be readily obtained,

which we write as

Vj1(y) = −3(B + 1)

2DV̄j

sech2
(
√
B + 1

2
yj

)

+

6

DV̄j

log

(

cosh

(
√
B + 1

2
yj

))

+ cj1yj + cj2 , (3.10)

wherecj1 and cj2, which may depend onx1, . . . , xN , are integration constants. The former

determines the linear behavior ofVj1 in the far-field, and will be calculated when the inner

solution is matched to the outer. Determiningcj2 requires higher order matching, and is not

needed for our purposes.

To use the Fredholm alternative to find an expression forx′j(T ) from (3.8a), we make the

substitutionUj1 = Wj + E/(B + 1) to obtain
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W ′′
j − (B + 1)Wj + 2V̄jUj0Wj =

− 2Uj0V̄j
E

B + 1
− x′j(T )U ′

j0
− Vj1U

2
j0
, −∞ < yj <∞ , (3.11a)

Wj → 0 as |yj| → ∞ . (3.11b)

Differentiating (3.5a) with respect toyj, we find thatW = U ′
j0

is a solution to the homoge-

neous problem of (3.11a) satisfying (3.11b); thus, the right-hand side of (3.11a) must satisfy the

Fredholm condition

∫ ∞

−∞
U ′

j0

(

−2Uj0Vj0

E

B + 1
− x′j(T )U ′

j0
− Vj1U

2
j0

)

dyj = 0 . (3.12)

Noting thatVj0 is a constant and thatUj0 is an even function (from (3.7)), we use (3.10) to

obtain from (3.12)

dxj

dT
=

2cj1
V̄j

, j = 1, . . . , N .

Here,cj1, introduced in (3.10), and̄Vj will be determined by matching the inner solution ofv to

the outer solution along with a solvability condition. In general,cj1 andV̄j can depend onxj ,

j = 1, . . . , N , resulting in coupling between theN pulses. Sincexj varies slowly in time, so

too will V̄j , j = 1, . . . , N , and consequently, the pulse amplitudes.

To solve forv in the outer region, we proceed as in [105] and use the assumption of suffi-

ciently separated pulses to express each term involvingu in (3.3b) as a sum ofN appropriately
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weighted delta masses, with each delta mass representing a pulse. With weights equal to the

area under each function involvingu, we approximate theBu term in (3.3b) as

Bu ∼ ǫ1/2 BE

B + 1
+

N
∑

j=1

wj1δ(x− xj) ; wj1 = ǫ1/2

∫ ∞

−∞
Uj0 dyj = ǫ1/2 6B

√
B + 1

V̄j

, (3.13)

and thevu2 term in (3.3b) as

vu2 ∼
N
∑

j=1

wj2δ(x− xj) ; wj2 = ǫ1/2

∫ ∞

−∞
Vj0U

2
j0 dyj = ǫ1/2 6(B + 1)3/2

V̄j

. (3.14)

Then, using (3.13) and (3.14) in (3.3b), and rescalingv = ǫ1/2ν, we find that, to leading order,

ν satisfies

Dνxx +
BE

B + 1
− 6

√
B + 1

N
∑

j=1

1

V̄j

δ(x− xj) = 0 ,

−1 < x < 1 , νx(±1) = ±A .

(3.15)

Integrating (3.15) over−1 < x < 1 and applying the boundary conditions onνx, we find that

V̄j must satisfy the solvability condition

N
∑

j=1

1

V̄j

=
AD + F

3
√
B + 1

, (3.16)

where

F ≡ BE

B + 1
. (3.17)
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With the constraint (3.16), we solve forν(x) up to an arbitrary constantν̄ in terms of a modified

Green’s functionG(x; xj),

ν = ν̄ +
A

2
x2 + 6

√
B + 1

N
∑

j=1

1

V̄j

G(x; xj) , (3.18)

whereG(x; xj) satisfies

DGxx(x; xj) +
1

2
= δ(x− xj), −1 < x < 1 ,

Gx(±1; xj) = 0,

∫ 1

−1

G(x; xj) dx = 0 ,

(3.19)

with uniqueness achieved through the constraint in (3.19).The solution to (3.19) is

G(x; xj) = − 1

4D
(x2 + x2

j ) +
1

2D
|x− xj | −

1

6D
.

Now to determinēν andci1, we match the behavior ofν andVi nearxi for i = 1, . . . , N .

Expandingν(x) in (3.18) in powers of(x− xi) asx→ x+
i , we find

ν ∼ ν̄ +
A

2
x2

i + 6
√
B + 1

N
∑

j=1

1

V̄j

G(xi; xj)+

(

Axi + 6
√
B + 1

N
∑

j=1

1

V̄j

Gx(x
+
i ; xj)

)

(x− xi) , (3.20)

which must match the behavior ofVi asyi → ∞:

Vi ∼ V̄i + ǫ

(

3
√
B + 1

DV̄i

yj + ci1yj + ci2 − log 2

)

. (3.21)
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Matching the appropriate terms in (3.20) and (3.21) while recalling thatyi = (x − xi)/ǫ, we

find that

ν̄ = V̄i −
A

2
x2

i − 6
√
B + 1

N
∑

j=1

1

V̄j

G(xi; xj) ,

and

ci1 = −3
√
B + 1

DV̄i

+ Axi + 6
√
B + 1

N
∑

j=1

1

V̄j

Gx(x
+
i ; xj) , (3.22)

whereν̄ is independent ofi. Matching the behaviors ofν andVi asx → x−i andyi → −∞,

respectively, yields the equivalent expression

ci1 =
3
√
B + 1

DV̄i

+ Axi + 6
√
B + 1

N
∑

j=1

1

V̄j

Gx(x
−
i ; xj) . (3.23)

We now summarize the results for anN-pulse quasi-equilibrium solution to (3.3) in the

following result:

Principal Result I: Let ǫ→ 0 in (3.3)and assumeO(1) separation between adjacent pulses as

well asO(1) separation between edge-pulses and nearest boundaries. Then the leading order

quasi-equilibriumN-pulse solutions foru andv are given by

u(x) ∼ 1

ǫ1/2

(

N
∑

j=1

3(B + 1)

2V̄j

sech2
(
√
B + 1

2

x− xj

ǫ

)

)

+

ǫ1/2

(

E

B + 1
+

N
∑

j=1

Wj

(

x− xj

ǫ

)

)

, (3.24a)
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v(x) ∼ ǫ1/2

(

ν̄ +
A

2
x2 + 6

√
B + 1

N
∑

j=1

1

V̄j

G(x; xj)

)

, (3.24b)

whereWj is the even solution to(3.11), and ν̄ and V̄j , j = 1, . . . , N are determined by the

system ofN + 1 equations

ν̄ − V̄i + 6
√
B + 1

N
∑

j=1

1

V̄j

G(xi; xj) = −A
2
x2

i , i = 1, . . . , N , (3.25a)

N
∑

j=1

1

V̄j

=
AD + BE

B+1

3
√
B + 1

. (3.25b)

TheO(ǫ2) time-scale evolution of the pulse locations can be computedfrom

dxi

dt
= ǫ2

2ci1
V̄i

, i = 1, . . . , N , (3.26)

whereci1 is computed from(3.22)andV̄i, i = 1, . . . , N are computed from(3.25). Eqns.(3.25)

and(3.26)with (3.22)form a differential-algebraic system of equations (DAE) for the evolution

of the pulse locations and̄Vi, the inverse proportionality constant of pulse amplitude,which

along withν̄, uniquely parameterize a quasi-equilibrium state.

We now consider special cases for which simplifications of the DAE are possible. The

simplest is the one-pulse case for which, by (3.25b),V̄1 remains constant for all time. To

leading orders, the solution ofu andv are then given by

u(x) ∼ 1

ǫ1/2

(AD + F )(B + 1)

2
sech2

(
√
B + 1

2

x− x1

ǫ

)

+ ǫ1/2

[

E

B + 1
+W1

(

x− x1

ǫ

)]

, (3.27a)
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v(x) ∼ ǫ1/2

[

− F

2D
(x2 − x2

1) +

(

A +
F

D

)

|x− x1| +
3
√
B + 1

AD + F

]

, (3.27b)

while the center of the pulse evolves on a slow time-scale as

x1(t) = x1(0)e−ǫ2k1t ; k1 ≡ 2
EB (AD + F )

3(B + 1)3/2D
, (3.28)

wherex1(0) is the initial position of the pulse andF is defined in (3.17). From (3.27a), we see

that ifE = 0, that is, if the pulse decays to a trivial background state, no pulse can exist unless

A > 0. This is because the nontrivial background state of activator acts as a source for the

inhibitor through theBu term in (3.3b), and without this source, feed of the inhibitor must enter

through boundaries. Further, forE = 0 andA > 0, (3.28) predicts that the pulse will remain

stationary to all orders ofǫ. However, in this case, exponentially slow dynamics due to the

failure of the pulse profile to satisfy the no-flux boundary conditions become important. This

is analogous to the metastable pulse solution in a nonlocal reaction-diffusion equation derived

from a certain limit of the Gierer-Meinhardt model ( [45]) and is addressed in Appendix C.

The evolution of two pulses centered at(−α(t), α(t)) can also be obtained explicitly, the

evolution ofα(t) given by

α(t) =

[

α(0) − AD + F

2F

]

e−ǫ2k2t +
AD + F

2F
; k2 ≡

BE (AD + F )

3(B + 1)3/2D
. (3.29)

Comparing (3.29) to (3.28), we see that the evolution of a symmetric two pulse pattern when

A = 0 is simply that of a one pulse pattern on a domain of half the size. WhenA > 0, the

equilibrium locations of the pulses are given byα = (AD + F )/(2F ) so that whenA exceeds

the critical valueAc2 given by
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Ac2 =
F

D
, (3.30)

equilibrium locations of the pulses are outside of the domain. We will illustrate the importance

of this threshold below.

For a three-pulse pattern symmetric aboutx = 0 with pulses located at(x1(t), x2, x3(t)) =

(−α(t), 0, α(t)), we argue by symmetry that̄V1 = V̄3 ≡ V̄ . Then the evolution ofα(t) is given

by

dα

dt
= ǫ2

2

V̄

(

−αF
D

+ A+
F

D
− 3

√
B + 1

V̄ D

)

, (3.31)

whereV̄ is solved in terms ofα using (3.25). As we discuss in§3.5, only symmetric patterns are

stable; thus, in equilibrium, all pulse amplitudes are equal so thatV̄i = 9
√
B + 1/(AD + F ),

i = 1, 2, 3. Applying this in (3.31), we find that in equilibrium,α = 2(AD+ F )/(3F ), leading

to the three-pulse threshold for existence of equilibrium locations inside the domain

Ac3 =
F

2D
. (3.32)

When the boundary feed exceeds the respective thresholds above, pulses at the edges of

the pattern are captured by the boundary. Thus, whereas whenthe boundary feed rate is suffi-

ciently small, the boundaries repel the pulses, when the boundary feed is sufficiently large, the

boundaries become attractive, leading to equilibrium patterns where pulses are centered at the

boundary. We illustrate this point in the figures below in which we compare asymptotic results

to those obtained numerically from solving (3.3) using theMATLAB functionpdepe(). The

locations of the centers of the pulses are simply taken to be the locations on the grid where local
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maxima ofu occur; we do not perform an interpolation near the maxima to compute a more

accurate location. The asymptotic results may be obtained from either numerically solving the

DAE (3.25) and (3.26) with (3.22), or from (3.29) and (3.31).In all plots containingu andv,

the plotted quantities areǫ1/2u (solid line) andǫ−1/2v (dashed line). Lastly, in plots comparing

the asymptotic prediction of the pulse location(s), the solid line represents the numerical result

while the circles represent the asymptotic result.

In Figures 3.1(a)-3.1(c), we show the case of repulsive boundaries resulting fromA < Ac2.

Figure 3.1(a) shows the quasi-equilibrium initial conditions foru andv. In Figure 3.1(b), we

compare the asymptotic prediction of the pulse locations tothat of the numerical solution. As

predicted, the pulses evolve to symmetric equilibrium locations inside the domain as seen in

Figure 3.1(c). Note that, as expected, locations of activator maxima coincide with locations of

inhibitor minima. Figures 3.1(d)-3.1(f) show theA > Ac2 case for attractive boundaries. In

Figure 3.1(d), we see that the asymptotic prediction of the pulse locations is accurate until the

pulses become sufficiently close to the boundary, at which point the asymptotic results become

invalid. Figure 3.1(e) shows the evolution of the right pulse as it approaches and and is captured

by the boundary atx = 1. From the times given in the caption, it is seen that the capture

process is rapid relative to the evolution of the pulse when sufficiently far from the boundary.

During this time as the pulse approaches the boundary, its amplitude doubles. Thus, as the

pulses approach the boundaries, their amplitudes change dramatically in a short time. Lastly,

we plot the equilibrium pattern in Figures 3.1(f) with two pulses centered at the boundary with

twice their original amplitudes due to the fact that only half of each pulse is inside the domain.

The Neumann conditions forv are met by boundary layers nearx = ±1.
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Figure 3.1. Illustration of the effect of boundary feed rate on the behavior of boundaries
with ǫ = 0.01, B = 2, D = 0.5, andE = 3 so thatAc2 = 4. In (a)-(c),A = 3 while
in (d)-(f), A = 6. In both cases, the initial conditions (plotted for the former case in
(a)) are(x1, x2) = (−0.5, 0.5). WhenA < Ac2 , the boundaries are repulsive and the
pulses evolve to equilibrium locations inside the domain ((b) and (c)). WhenA > Ac2,
the boundaries are attractive so that the pulses are captured by the boundaries ((d) and
(f)). Note the axis breaks in (f). In (e), we show the evolution of the right pulse as it
propagates to the right towards boundary atx = 1. The dotted line is a snapshot ofǫ1/2u
taken att = 2341, the dashed-dotted line att = 2561, and the dashed line att = 2576.
The two solid lines correspond tot = 2577 and t = 2583, the taller pulse being the
equilibrium shape.

In Figures 3.2 we show the case of attracting boundaries for athree-pulse example symmet-

ric aboutx = 0. The center pulse remains stationary, while the two edge-pulses drift toward

the boundaries. As before, the asymptotics are able to predict the evolution of the pulses until

they are too close to the boundaries (Figures 3.2(a) and 3.2(b)). In contrast to the two-pulse

case, the pulse amplitudes must be calculated as a function of the pulse locations, and thus vary

in time (Figure 3.2(b)). The difference between the asymptotic and numerical results in Figure

3.2(b) can be attributed to not including the second term in the expansion foru in (3.4). In
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Figure 3.2(c), we show the equilibrium state with one pulse in the center and two pulses cen-

tered at the boundaries. Stability of near-boundary pulseswere studied in [68] for the shadow

Gierer-Meinhardt system, where it was shown that Robin boundary conditions could give rise

to instabilities while Neumann conditions could not.
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Figure 3.2. Illustration of the effect of boundary feed rate on the behavior of boundaries
with ǫ = 0.00125, B = 5, D = 1, andE = 40 so thatAc3 = 16.67. Here,A = 20 >
Ac3 so that the two edge-pulses are captured by the boundary. In (a) and (b), we compare
the asymptotic to numerical results for pulse locations andamplitudes. In (c), we plot
the equilibrium state with two pulses centered on the boundary.

In further numerical computations (not shown), we observedthat any quasi-equilibrium

pattern evolves to a symmetric equilibrium as long as pulsesare not captured by the boundaries

(rapid pulse collapse events, discussed briefly in§3.6, leading to a decrease in the number of

pulses are possible, and are studied in the next chapter). Inthe next section of this chapter, we

construct such equilibria by deriving an algebraic system from equilibrium points of the DAE

obtained in this section. In addition, we construct asymmetric equilibria characterized by pulses

of different amplitudes and find conditions for their existence.

3.4. Symmetric and Asymmetric Equilibria

In this section, we construct equilibrium states of (3.3) byfinding equilibrium solutions

of the DAE (3.25)-(3.26). By (3.26), equilibrium solutionsfor xi, V̄i, i = 1 . . . , N , and ν̄
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must satisfy the system (3.25) along withci1 = 0, i = 1, . . . , N , whereci1 is given in (3.22).

We begin by considering symmetric equilibria for which all pulse amplitudes have a common

value, but for which inter-pulse spacing may be non-uniformin the presence of a boundary

feed rate. We will find that a positive boundary feed rate increases both the pulse amplitudes

as well as inter-pulse spacing. Also, in particular, we derive a threshold for the boundary feed

rate at which the interaction between the boundary and the edge-pules changes from repulsive

to attractive. In previous similar studies with no boundaryfeed, the boundaries were shown

to be repulsive. The other main focus of this section is to show that, in addition to symmetric

equilibria, there exist asymmetric equilibria in which thepulse amplitudes can differ from one

another. The existence of asymmetric equilibria arises from the multi-valued property of the

inverse of a function obtained from solving (3.25) andci1 = 0. No general statement can be

made about the effect of boundary feed on asymmetric equilibria; its effect depends on specific

cases and will not be discussed here.

We begin by obtaining a general relation between equilibrium pulse locations and their

amplitudes, applicable to both symmetric and asymmetric patterns. We then consider the two

cases separately. Using (3.23) forci1 , we obtain

3b

DV̄i

+ Axi + 6b
N
∑

j=1

1

V̄j

Gx(x
−
i ; xj) = 0 , (3.33)

where

b ≡
√
B + 1 . (3.34)

Using
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Gx(x; xj) = − x

2D
+

1

2D
sgn(x− xj)

in (3.33), we find that the equilibrium pulse locations satisfy

1

V̄i

− xi

N
∑

j=1

1

V̄j

+
N
∑

j=1

1

V̄j

sgn(x−i − xj) = −AD
3b

xi . (3.35)

Using (3.25b) for the first sum in (3.35), and definingℓj in terms ofV̄j by

V̄j =
3b

(AD + F )ℓj
, (3.36)

we split the second sum in (3.35) according to sgn(x− xj) and simplify to find

ℓi +
i−1
∑

j=1

ℓj −
N
∑

j=i

ℓj = Cxi , (3.37)

where

C ≡ F

AD + F
≤ 1 . (3.38)

Note that equality in (3.38) holds ifA = 0. We make two remarks aboutℓj. First, sinceV̄j is

inversely proportional to the amplitude of pulsej, ℓj is proportional to the amplitude. Second,

the equivalent statement to (3.25b) in terms ofℓj is

N
∑

j=1

ℓj = 1 , (3.39)

which we use to write the second sum in (3.37) in terms of the first sum to calculate an expres-

sion forxi in terms ofℓj , j ≤ i:
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xi =
1

C

(

2

i−1
∑

j=1

ℓj − 1 + ℓi

)

. (3.40)

From (3.40), we obtain the recursion relation for the pulse locations

x1 =
1

C
(−1 + ℓ1) , xi+1 = xi +

1

C
(ℓi + ℓi+1) , xN =

1

C
(1 − ℓN) . (3.41)

If C = 1, the quantity2ℓj can be interpreted as the space occupied by pulsej. This inter-

pretation was used in [105] to construct asymmetric pulse equilibria to the zero-boundary-flux

Schnakenberg model, where equilibrium solutions allowed for pulses of two different ampli-

tudes. The method of constructing the asymmetric equilibria was different from that employed

in this section, as single pulses solved for on a domain of length 2ℓj were “glued” together to

form a multi-pulse solution. The method does not extend as naturally here because we allow for

non-homogeneous boundary conditions. However, we will seebelow that asymmetric equilibria

of the Brusselator model arise in the same manner as in the Schnakenberg model.

We first consider the simple case of symmetric solutions. Since all pulse amplitudes are

equal, (3.39) yieldsℓj = 1/N for all j = 1, . . . , N , leading toV̄j = 3
√
B + 1N/(AD + F ).

Since pulse amplitudes are inversely proportional toV̄j , we see that increasing boundary feed

leads to increasing pulse amplitudes in the case of symmetric solutions. The recursion relation

(3.41) also simplifies, yielding

xj =
1

C

(

−1 +
2j − 1

N

)

. (3.42)
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With C given in (3.38), it is evident from (3.42) that the presence of boundary feed increases

inter-pulse spacing and also leads to equilibrium edge-pulse locations closer to the boundaries.

The condition for all pulses to be inside the domain isxN < 1, or C > (N − 1)/N . That is,

as the boundary feed increases to some critical valueAcN
, the edge-pulses become centered on

the boundary, and as the feed is increased past this threshold, no equilibrium positions within

boundaries exist for the edge-pulses. In terms of the slow evolution of §3.3, the boundaries

whenA > AcN
are said to be attracting. This leads to the main result of this section:

Principal Result II: Let ǫ → 0 in (3.3) and assumeO(1) separation between adjacent pulses

as well asO(1) separation between edge-pulses and nearest boundaries, and consider the slow

evolution of the quasi-equilibrium pattern given in Principal Result I. Then the thresholdAcN

for the boundary feedA at which the boundaries change from repelling to attractingthe pulses

at the edges of anN-pulse pattern is given by

AcN
=

F

(N − 1)D
. (3.43)

WhenA < AcN
, the boundaries repel pulses at the edges of the pattern, while whenA ≥ AcN

,

the boundaries attract the edge-pulses.

We note that the result (3.43) is consistent with those obtained in (3.30) and (3.32) for the

two and three-pulse cases, and also thatE > 0 is required for equilibrium locations inside

the boundaries to exist. Because it appears that all asymmetric equilibria are unstable, as we

will discuss in§3.5, this analysis is not worth repeating for asymmetric solutions, as quasi-

equilibrium patterns will always evolve toward symmetric equilibrium points.

To construct asymmetric equilibria, we computeℓj using (3.25a) to findN − 1 equations of

the form
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V̄i+1 − 6b

N
∑

j=1

1

V̄j

G(xi+1; xj) −
A

2
x2

i+1 =

V̄i − 6b

N
∑

j=1

1

V̄j

G(xi; xj) −
A

2
x2

i , i = 1, . . . , N − 1 . (3.44)

Using (3.36) to writēVj in terms ofℓj , (3.44) becomes

3b

AD + F

(

1

ℓi+1
− 1

ℓi

)

=

2(AD + F )
N
∑

j=1

ℓj (G(xi+1; xj) −G(xi; xj)) +
A

2

(

x2
i+1 − x2

i

)

. (3.45)

We calculate the sum in (3.45) to be

N
∑

j=1

ℓj (G(xi+1; xj) −G(xi; xj)) =

− 1

4D

(

x2
i+1 − x2

i

)

+
1

2CD
(ℓi + ℓi+1)

(

i
∑

j=1

ℓj −
N
∑

j=i+1

ℓj

)

. (3.46)

To write the difference of squares term in (3.46) in terms ofℓi andℓi+1, we write

x2
i+1 − x2

i = (xi+1 − xi)(xi+1 − xi + 2xi) = (xi+1 − xi)
2 + 2xi(xi+1 − xi) ,

and, upon applying (3.40) forxi and (3.41) for(xi+1 − xi), we find that
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x2
i+1 − x2

i =
1

C2
(ℓi+1 + ℓi)

(

4

i
∑

j=1

ℓj + ℓi+1 − ℓi − 2

)

. (3.47)

Using (3.47) and (3.46) in (3.45) and recalling (3.39), we find that, upon rearranging,

1

ℓi+1
− 1

ℓi
=

(AD + F )3

6bDF
(ℓ2i − ℓ2i+1) . (3.48)

Making the substitution

ℓi = qzi , q ≡ (6bDF )1/3

AD + F
, (3.49)

in (3.48) and (3.39), we find thatzi must satisfy

β(zi) = β(zi+1) , i = 1, . . . , N − 1 , (3.50a)

N
∑

j=1

zj =
1

q
. (3.50b)

whereβ(z) ≡ z2 + 1
z
. Note that the amplitude of pulsej is proportional tozj . The function

β(z), plotted for a select range ofz in Figure 3.3(a), has a global minimum atz = zc, where

zc = 2−1/3 . (3.51)

Further,β ′(z) < 0 on (0, zc) andβ ′(z) > 0 on (zc,∞). Thus, for anyz ∈ (0, zc), there exists a

unique point̃z ∈ (zc,∞) such thatβ(z) = β(z̃). That is, the inverse functionβ−1(z) is multi-

valued. Consequently, because (3.50a) must be satisfied fori = 1, . . . , N − 1, zi can take on

two and only two possible values, yielding two possible pulse amplitudes in a given equilibrium

state. It is not restricted, however, in which value it does take on, meaning that the left-to-right
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order in which the pulses appear in the domain is arbitrary. Since the amplitude of pulsei is

proportional tozi, zi = z would correspond to a small pulse at locationi, while zi = z̃ would

correspond to a large pulse at locationi. The system (3.50) is the same system that also led to

the possibility of two pulse amplitudes in equilibrium solutions constructed in [105].

To find solutions to (3.50), we first solveβ(z̃) = β(z) for z̃ > z in terms ofz. There are

two positive solutions for̃z; clearly one solution is̃z = z. The other is given by

z̃ = f(z) =
−z +

√

z2 + 4/z

2
> z .

The functionf(z) is plotted in Figure 3.3(b).
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Figure 3.3. Plots of the functionsβ(z) (left) andf(z) (right). The domain over which
f(z) is plotted isz ∈ (0, zc).

LettingN1 be the number of small pulses andN2 = N − N1 the number of large pulses,

allowing (3.50b) to be written asN1z +N2z̃ = 1/q, we find that an equilibrium solution exists

if there is at least one intersection between the curves

z̃ = −N1

N2
z +

1

qN2
, (3.52a)
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z̃ =
−z +

√

z2 + 4/z

2
. (3.52b)

Analysis concerning the existence and uniqueness of solutions to (3.52) can be found in [105].

We give here a short discussion leading to the results. The important properties of the function

f(z) are thatf(zc) = zc, f ′′(z) > 0 on (0, zc), f ′(0) = −∞, andf ′(zc) = −1. We can then

conclude thatf ′(z) < −1 on (0, zc). Thus, ifN1/N2 ≤ 1, there can be at most one intersection

between the two curves in (3.52) in the intervalz ∈ (0, zc). For a givenN1 andN2, the value

of z̃ at which the intersection occurs decreases asq increases; that is, the line (3.52a) shifts

downwards asq increases. Asq increases above a critical valueqm, the two curves can no

longer intersect. Whenq = qm, the intersection occurs at(z, z̃) = (zc, zc). Using this fact in

(3.52a), we find that

qm =
1

Nzc

, (3.53)

whereN = N1 + N2 is the total number of pulses, andzc is given in (3.51). The intersection

of the two curves at(z, z̃) = (zc, zc) whenq = qm leads to the small and large pulses being of

equal amplitude. Thus, whenN1 ≤ N2, asymmetric equilibria exist only whenq < qm.

If N1/N2 > 1, there can be either zero, one, or two points of intersectionin the interval

z ∈ (0, zc). The three ways in which intersections can occur are depicted for N1 = 3 and

N2 = 1 in Figure 3.4. Similar to the previous case, asq increases past a critical valueqm1
, no

intersection is possible. Whenq = qm1
, the two curves are tangent atz = z∗ (the bottommost

curve in Figure 3.4), where0 < z∗ < zc is given by

z∗ =

[

2(1 + γ2) − 2
√

(1 + γ2)2 − (1 − γ2)

(1 − γ2)

]1/3

, γ = 1 − 2N1

N2

. (3.54)
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Figure 3.4. Plot of f(z) (solid curve) and the linear function (3.52a) (dashed lines) for
N1 = 3, N2 = 1. Whenq = qm1

, the two curves are tangent. Whenqm < q < qm1
,

there are two intersections, and whenq < qm, there is only one intersection. Here,
qm ≈ 0.31498 andqm1

≈ 0.3886. The three values ofq, from lowest line to highest
line, areq ≈ 0.3886, q ≈ 0.33498, andq ≈ 0.26498.

Using (3.54) in (3.52a), we obtain the expression forqm1

qm1
=

1

N1z∗ +N2f(z∗)
. (3.55)

As q decreases belowqm1
, the curves intersect in two locations (the middle line in Figure 3.4)

until the rightmost intersection point reaches(z, z̃) = (zc, zc). The value ofq at which this

occurs isq = qm. For q < qm, only one intersection onz ∈ (0, zc) is possible (the uppermost

line in Figure 3.4).

We now summarize the results of asymmetric equilibria. The forms ofu andv are the same

as those of the quasi-equilibrium solution given in (3.24),where the pulse locationsxj are given

by the recursion relation (3.41), withℓj = qz corresponding to a small pulse centered atx = xj ,

or ℓj = qz̃ corresponding to a large pulse centered atx = xj . Here,q is defined in (3.49), and

(z, z̃) is given by an intersection of the right-hand sides of (3.52a) and (3.52b). The inverse
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proportionality constant of the amplitude of each pulse,V̄j, is given in terms ofℓj by (3.36).

The last parameter needed to construct the solution isν̄, which may be calculated fromxj and

V̄j independent ofi. The left-to-right ordering of small and large pulses is arbitrary.

In Figures 3.5, we demonstrate the arbitrary left-to-rightordering of small and large pulses

using a five-pulse example withN1 = 2 andN2 = 3. Even though the same parameters

were used to generate Figures 3.5(a) and 3.5(b), the arbitrary left-to-right ordering predicted

above allows for different equilibrium states. However, sinceN1 < N2, only two possible

pulse amplitudes are possible. That is, while other left-to-right orderings are possible, the pulse

amplitudes in Figure 3.5 are the only amplitudes allowed by the parameter set.
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Figure 3.5. Two asymmetric equilibrium states withN1 = 2 andN2 = 3 and the same
parameters but different left-to-right ordering of small and large pulses. The parameters
areǫ = 0.01, A = 3, B = 5, D = 1 andE = 40. The small and large pulses of (a) are
of the same amplitude as those in (b).

In Figures 3.6, we demonstrate the non-uniqueness of the solutions to (3.52) whenN1 > N2.

We illustrate the point on a four-pulse example withN1 = 3 andN2 = 1. The parameters are

the same as those used to generate the middle line in Figure 3.4. With the same left-to-right

ordering of small and large pulses, we plot the solutions corresponding to the left (solid) and
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right (dashed) intersections in Figure 3.4. The left intersection corresponds to more disparate

values forz andz̃, leading to more disparate pulse amplitudes and inter-pulse spacings while the

right intersection corresponds to less disparate values for z andz̃, and thus the pulse amplitudes

are less disparate with the pulses more evenly distributed across the domain.
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Figure 3.6. Four-pulse asymmetric solutions withN1 = 3 andN2 = 1 and the same
left-to-right ordering but corresponding to different intersections off(z) and the middle
curve of Figure 3.4. The parameters areǫ = 0.01, A = 0, B = 5, D ≈ 0.25576, and
E = 12 so thatqm ≈ 0.31498, qm1

≈ 0.3886, andq ≈ 0.34498. We plotǫ1/2u in (a)
andǫ−1/2v in (b). The solid curves correspond to the left intersection, while the dashed
curves correspond to the right intersection.

In §3.5, we analyze the stability ofN-pulse equilibria to small (O(ǫ2)) eigenvalues cor-

responding to perturbations that either grow or decay on anO(ǫ2) time-scale. They do not

account for pulse collapse events in which one or more pulsescollapse relatively rapidly on

anO(1) time-scale, nor do they predict oscillations of pulse amplitudes. Such instabilities are

governed by large (O(1)) eigenvalues and are not studied here.

3.5. Stability of Equilibria to Small Eigenvalues

In this section, we study the stability of the equilibrium solutions constructed in§3.4 to

O(ǫ2) eigenvalues. The class of perturbations that we consider accounts only for slow drift
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instabilities that occur on anO(ǫ2) time-scale; analysis of these perturbations cannot predict

instabilities that occur on anO(1) time-scale. Thus, stability with respect to this class of pertur-

bations does not guarantee that such solutions are stable, though solutions found to be unstable

to these perturbations are certainly unstable. Two approaches were taken to analyze the sta-

bility to such perturbations. The first approach, in which aneigenvalue problem is derived by

linearizing the system (3.3) around anN-pulse equilibrium solution, is analogous to that taken

in the small eigenvalue analysis of [105]. As in [105], we found that the eigenvalues scaled as

O(ǫ2) and were eigenvalues of a certainN × N matrix MP . In the other approach, instead

of linearizing (3.3), we linearize the DAE system (3.25)-(3.26) around anN-pulse equilibrium

solution. The associated eigenvalues are eigenvalues of anN ×N matrixMD. Since the DAE

evolves on anO(ǫ2) time-scale, perturbations of the DAE also grow or decay on anO(ǫ2) time-

scale, consistent with the first approach. Moreover, further calculations (not shown) show that

MD = rMP , wherer is a positive constant. The two analyses thus yield the same results in

terms of stability and are equivalent. Because of the lengthof the first analysis and its similarity

to that given in [105], we only present the stability analysis of the DAE in this section.

We first introduce the twoN-dimensional column vectorsx = (x1, . . . , xN)T andV =

(V̄1, . . . , V̄N)T containing the pulse locations and inverse pulse amplitudes, respectively, where

T denotes the transpose. We also denote

C(x,V ) = (C1(x,V ), . . . , CN(x,V ))T , (3.56a)

Ci(x,V ) ≡ ci1 = − 3b

DV̄i

+ Axi + 6b

N
∑

j=1

1

V̄j

Gx(x
+
i ; xj) , i = 1, . . . , N , (3.56b)
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whereci1 was defined in (3.22). We lastly rewrite theN + 1 algebraic equations in (3.25) in

vector form as

H(x,V , ν̄) = 0 , S(V ) = 0 ,

where

H(x,V , ν̄) = (H1(x,V , ν̄), . . . , HN(x,V , ν̄))T , (3.57a)

Hi(x,V , ν̄) = ν̄ − V̄i + 6b

N
∑

j=1

1

V̄j

G(xi; xj) +
A

2
x2

i , i = 1, . . . , N , (3.57b)

and

S(V ) =

N
∑

j=1

1

V̄j

− AD + F

3b
,

whereF is defined in (3.17) andb is defined in (3.34). An equilibrium solution(x,V , ν̄) =

(xe,V e, ν̄e) thus satisfies the2N + 1 system of equations

C(xe,V e) = 0 , (3.58a)

H(xe,V e, ν̄e) = 0 , (3.58b)

S(V e) = 0 . (3.58c)

To derive the eigenvalue problem that determines stability, we perturb the equilibrium solutions

according to

x = xe + δξ , V = V e + δφ , ν̄ = ν̄e + δµ , (3.59)
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with δ ≪ 1. We then use (3.58b) and (3.58c) to determineφ andµ in terms ofξ, which we then

use in (3.58a) to computeC(x,V ) = δMξ for some matrixM. Using this forC in (3.26),

the leading order terms yield the eigenvalue problemdξ/dt = 2ǫ2V(e)Mξ, whereV(e) is the

matrix

V(e) ≡





















1/V̄1e 0 . . . 0

0
.. . · · · 0

...
...

. . .
...

0 0 · · · 1/V̄Ne





















, (3.60)

whereVie is theith component ofV e. The eigenvalues of the matrixV(e)M then determine the

stability of the equilibrium solutions with respect to perturbations of the DAE.

We begin by substituting the perturbed solutions (3.59) into (3.58b) and expanding to first

order inδ to calculate that

H(e)
x

ξ + H(e)
V

φ + µH
(e)
ν̄ = 0 , (3.61)

where, for someN-dimensional column vector vectorw, scalars, andN-dimensional vector

functionF , Fw(w, s) denotes the Jacobian matrix

(Fw(w, s))ij =
∂Fi

∂wj
, 1 ≤ i, j ≤ N ; F = (F1, . . . , FN)T , w = (w1, . . . , wN)T ,

andF s denotes the derivative ofF with respect to s,(F s)i = ∂Fi

∂s
. The superscript(e) indi-

cates that the quantity is evaluated at the equilibrium solution (x,V , ν̄) = (xe,V e, ν̄e). Next,

expanding (3.58c) to first order inδ, we find that∇S(e)Tφ = 0.
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Since we requireφ in terms ofξ, we must first calculateµ in terms ofξ. We first use (3.61)

to write

φ = −H(e)−1
V

(

H(e)
x

ξ + µeN

)

, (3.62)

where we have used (3.57) to calculate thatH
(e)
ν̄ is theN-dimensional vectoreN ≡ (1, . . . , 1)T.

Then using (3.62) forφ in ∇S(e)Tφ = 0, we find that

µ = −
∇S(e)T

(

H(e)−1
V

H(e)
x ξ
)

∇S(e)TH(e)−1
V

eN

. (3.63)

Using (3.63) forµ in (3.61), we arrive at

H(e)
V

φ = −H(e)
x

ξ +
∇S(e)T

(

H(e)−1
V

H(e)
x ξ
)

∇S(e)TH(e)−1
V

eN

eN ,

which, upon some matrix algebra, yieldsφ = Rξ, whereR is defined as

R = H(e)−1
V

[

−H(e)
x

+
1

∇S(e)TH(e)−1
V

eN

eN

(

∇S(e)TH(e)−1
V

H(e)
x

)

]

. (3.64)

Finally, to derive the eigenvalue problem, we rewrite (3.26) in matrix form as

dx

dt
= 2ǫ2VC(x,V ), V ≡





















1/V̄1 0 . . . 0

0
. . . · · · 0

...
...

. . .
...

0 0 · · · 1/V̄N





















, (3.65)

whereC is defined in (3.56). Using the perturbations (3.59) forx andV in (3.65) and expand-

ing to the first order inδ, we arrive at the eigenvalue problem
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dξ

dt
= 2ǫ2V(e)Mξ , M ≡ C(e)

x
+ C(e)

V
R , (3.66)

whereV(e) andR are defined in (3.60) and (3.64), respectively. This leads tothe main result of

this section:

Principal Result III: Let ǫ → 0 in (3.3)and assumeO(1) separation between adjacent pulses

as well asO(1) separation between edge-pulses and nearest boundaries, and consider an equi-

librium solution as constructed in§3.4 parameterized by(x,V , ν̄) = (xe,V e, ν̄e). Then the

solution is stable with respect to small eigenvalues if all eigenvalues of the matrixV(e)M have

negative real parts. Here,V(e) andM are defined in(3.60)and (3.66), respectively. It is un-

stable if at least one of the eigenvalues has positive real part. The entries of the vectors and

matrices defined above are given as follows:

(H(e)
x

)ij =















6
√

B+1
V̄je

∂
∂xj
G(xie; xj)

∣

∣

∣

xj=xje

, i 6= j ,

Axie + 6
√
B + 1

∑N
k=1

1
V̄ke

∂
∂xi
G(xi; xke)

∣

∣

∣

xi=xie

, i = j ,

(H(e)
V

)ij = −δij −
6
√
B + 1

V̄ 2
je

G(xie; xje) ,

whereδij is the Kronecker delta function, and

(∇S(e)T)i = − 1

V̄ 2
ie

,

(C(e)
V

)ij = δij
3
√
B + 1

DV̄ 2
ie

− 6
√
B + 1

V̄ 2
je

Gx(x
+
ie; xje) , (C(e)

x
)ij = −δij

F

D
,

(3.67)
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whereF is defined in(3.17). This stability result is equivalent to that obtained from analyzing

perturbations within the original system(3.3).

While, as expected, the above analysis predicts that some symmetric solutions are stable, it

predicts that some asymmetric solutions are also stable. However, when solving (3.3) numeri-

cally with such asymmetric solutions as initial conditions, we have observed in all cases a pulse

collapse event in which one or more pulses collapse relatively rapidly on anO(1) time-scale.

Thus, it appears that no asymmetric solutions are stable. Inthe symmetric case withA = 0, the

matrixV(e)M reduces to a positive multiple of a matrix analyzed in [48], the eigenvaluesωj of

which were calculated as

ω1 = − N

2D
, ωj = − N

2D









(

1 −
(

qm

q

)3
)

tan2
(

θj

2

)

tan2
(

θj

2

)

−
(

qm

q

)3

sec2
(

θj

2

)









, j = 2, . . . , N ,

whereθj = π(j − 1)/N , j = 2, . . . , N , andq andqm are defined in (3.49) and (3.53), respec-

tively. Thus, we find thatw2 crosses into the right-half plane on the real axis whenq is increased

from q−m to q+
m. Whenq = qm, there areN − 1 eigenvalues equal to0, equaling the number

of asymmetric branches that bifurcate from the symmetric branch (ignoring the permutations

in left-to-right ordering of small and large pulses). We note that, forq sufficiently larger than

qm, all eigenvalueswj become negative. However, it has been observed that these symmetric

solutions are unstable to relatively rapid pulse collapse events (Figure 3.8(c)). We note that

increasingǫ from ǫ = 0.01 to ǫ = 0.015 in Figure 3.8(c) did not change the time at which the

middle pulse collapsed, indicating anO(1) instability.
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Notice that the valueq = qm at which stability changes is also the value at which asymmetric

patterns bifurcate from a symmetric branch withA = 0. This is found to be true also forA > 0,

and is illustrated in Figures 3.7, where we plot bifurcationdiagrams for one and two pulses

(3.7(a)) and three pulses (3.7(b)). The horizontal axis is the bifurcation parameterA, while the

vertical axis is the norm defined by

|u|2 =

[

N
∑

i=1

(

3(B + 1)

2V̄j

)2
]1/2

.

In the annotations,sN is the symmetricN-pulse branch, and a101 label represents alarge-

small-largeordering of a three-pulse asymmetric pattern. Parts of the branch that are stable

(unstable) to small eigenvalues are depicted by a solid (dashed) line. Note that permutations

of such a pattern would trace out the same curve, though we have plotted the curve for the

permutations for which the pulse locations are between−1 and1 for the values ofA depicted.

Lastly,Am andAm1
are values ofA such thatq = qm andq = qm1

, respectively, whereq, qm

andqm1
are given in (3.49), (3.53), and (3.55). As previously stated in terms ofq, stability of

the symmetric branches changes at whenA = Am. In Figure 3.7(b), two001 solutions exist

in the intervalAm1
< A < Am as found in§3.4 for theN1 > N2 case. The lower branch

corresponds to the solution of (3.52) with largez and smallz̃, while the opposite is true for

the upper branch. The upper branch ends when the location of an edge-pulse is outside of the

domain. If the010 solution were plotted instead, the stability properties ofthe branches would

change. In all cases, asymmetric equilibria are unstable tosmall eigenvalues forA sufficiently

nearAm, the value where they bifurcate from the symmetric branch. We emphasize that while

some parts of asymmetric branches may be stable to small eigenvalues sufficiently far from

the bifurcation point, numerical computations on (3.3) show that such solutions are unstable to



143

rapid collapse events; we have not numerically observed a stable asymmetric solution. Lastly,

in the context of the DAE, there is no contradiction in the existence of multiple stable equilibria

for a given value ofA; different solutions of the algebraic part of the DAE lead todifferent

systems of differential equations whose stationary points(and their stability) are independent

of one another.
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Figure 3.7. Bifurcation diagrams for one and two pulses ((a)) and three pulses ((b))
with B = 2 andE = 10. In (a), D = 1.3 while in (b), D = 0.6. The solid (dashed)
lines indicate solutions that are stable (unstable) to slowinstabilities. In (a) a single
asymmetric branch (ignoring the10 permutation) bifurcates froms2 whenA = Am. In
(b), two branches (again ignoring permutations) bifurcatefrom s3 whenA = Am. In
the regionAm1

< A < Am, two 001 solutions exist.

In Figures 3.8(a) and 3.8(b), we show space-time plots of symmetric solutions starting from

perturbations of two different three-pulse equilibria, both of which are stable to large eigenval-

ues, one for whichq < qm (stable, Figure 3.8(a)) and the other for whichq > qm (unstable,

Figure 3.8(b)). The perturbation in the pulse locations wastaken to be in the(−1/
√

2, 0, 1/
√

2)

direction, with the perturbation in Figure 3.8(a) taken to be larger for illustrative purposes. In

Figure 3.8(b), the solution drifts on anO(ǫ2) time-scale to a solution near a three-pulse asym-

metric equilibrium observed numerically to be stable to large eigenvalues. However, because it
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is unstable to small eigenvalues, the pattern drifts for a duration ofO(ǫ−2) until the pulse loca-

tions are such that the right pulse collapses (if the perturbation were in the−(−1/
√

2, 0, 1/
√

2)

direction, it is the middle pulse that collapses). As was thecase for the Gierer-Meinhardt model

in [46], stability to collapse events is sensitive to instantaneous pulse locations; thus, in Figure

3.8(b), it is likely that the slow drift instability has triggered a fast collapse instability. While, as

previously stated, the collapse event in Figure 3.8(c) occurs at a time independent ofǫ, the time

of the collapse event in Figure 3.8(b) scales asO(ǫ−2), confirming that the initial instabilities in

these two figures are of different nature. We finally note thatall three pulses drift in the same di-

rection at the onset of the pulse collapse due to the fact thatthe unstable eigenvectorξ in (3.66)

of the aforementioned asymmetric three-pulse equilibriumis in the(0.38671, 0.83720, 0.38671)

direction.

(a) (b) (c)

Figure 3.8. Space-time plot ofu(x, t) starting from perturbations of three-pulse equilib-
ria. The dark (light) regions represent large (small) values. The parameters areǫ = 0.01,
A = 0, B = 2, andE = 10. Here,qm ≈ 0.41997. The pulses are initially perturbed
from their equilibrium locations at(x1e, x2e, x3e) = (−2/3, 0, 2/3). In (a),D = 0.29
(q ≈ 0.40778 < qm) so that the symmetric three-pulse equilibrium is stable. In (b),
D = 0.37 (q ≈ 0.44228 > qm) so that the symmetric three-pulse equilibrium is un-
stable and the pulse locations drift away from the equilibrium locations. Eventually,
one of the pulses collapses and the solution evolves to a stable two-pulse equilibrium
(qm ≈ 0.63 > q). The apparent discontinuity neart = 4 × 104 is due to the low tem-
poral resolution used only for plotting purposes. In (c),D = 2 (q ≈ 0.7762) so that
ωj < 0 for j = 1, 2, 3. However, two pulses collapse relatively rapidly.
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3.6. Discussion

The method of matched asymptotic expansions was used to construct quasi-equilibrium

pulse solutions to a singularly perturbed Brusselator model in the semi-strong pulse-interaction

regime. We introduced a particular scaling of the parameters of the Brusselator model to analyze

the regime in which pulses move toward equilibrium positions on anO(ǫ2) time-scale. Using

solvability conditions and matching the inner and outer solutions, we derived a differential-

algebraic system of equations (DAE) for the evolution of thepulse locations and inverse pulse

amplitudes. We found excellent agreement between the asymptotic and numerical results com-

puted from the Brusselator equations. We observed that the presence of a boundary feed term

shifted the equilibrium positions of the edge-pulses toward the boundaries and increased inter-

pulse spacings as well as pulse amplitudes. Further, based on the condition that edge-pulses of

anN-pulse symmetric equilibrium lie outside of the domain, we derived a critical boundary feed

rate above which the pulse-boundary interaction changes from repulsive to attractive. When the

boundary feed rate exceeded this threshold, we found that edge-pulses of quasi-equilibrium so-

lutions are captured by the boundary, leading to an equilibrium solution in which two pulses are

centered on the boundary.

We also found equilibrium points of the differential-algebraic system of equations to con-

struct equilibrium solutions. We found that, in addition tosymmetric equilibria with equal

pulse amplitudes, asymmetric solutions are also admitted for certain ranges of the parameterq

defined in (3.49). The asymmetric equilibria are characterized byN1 small andN2 large pulses

spaced unevenly across the domain with arbitrary left-to-right ordering. Numerical evidence

suggests that asymmetric equilibria are always unstable, resulting either in a slow evolution to

a symmetric equilibrium or in the rapid collapse of one or more pulses.



146

Finally, we analyzed the stability ofN-pulse equilibria to perturbations that evolve on

anO(ǫ2) time-scale. Calculations (not shown) reveal that analyzing perturbations within the

differential-algebraic system (3.25)-(3.26) is equivalent to analyzing perturbations within the

original reaction-diffusion system (3.3). Combining the stability results of§3.5 with those of

numerical computations, we found that only symmetric solutions may be stable to both small

and large eigenvalues, and that asymmetric solutions appear to be always unstable to at least one

of the modes of instability. Instability to large eigenvalues may manifest in rapid collapse events

(depicted in Figure 3.8(c) for which the value ofD is larger) or in pulse amplitude oscillations

(not yet observed for this model). Study of such instabilities typically requires analysis of a non-

local eigenvalue problem, and has been performed for the Gierer-Meinhardt ( [47], [46], [107])

and Gray-Scott ( [58]) models. The study of large eigenvalues for the Brusselator model is an

open problem. Another interesting problem might be to find ifthere exists a regime such that

pulse-splitting behavior may occur (as in, e.g. [59] and discussed qualitatively in [29]). Grow-

ing domains leading to pulse-splitting behavior has been proposed as a model for robust pattern

formation in reaction-diffusion systems ( [3] with noise and [36] with time delay). It would

also be interesting to study the evolution of spots in a two dimensional singularly perturbed

Brusselator model. In [61], spot-replication was studied for a singularly perturbedSchnaken-

berg model on a unit square and unit disk, while in [33], interaction of rings were studied with

exothermic reaction kinetics. It was numerical observed that, in the parameter regime where the

velocity of a traveling pulse in one dimension was fast, interactions between ring boundaries

led to annihilation at the points of contact. Conversely, inthe parameter regime where velocity

of a traveling pulse in one dimension was slow, interactionsbetween ring boundaries resulted in

the breaking up of the rings, leading to a domain filled with spots and labyrithian-like patterns.
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In the next chapter, we analyze the large eigenvalues responsible for amplitude instabilities

that evolve on anO(1) time scale. Two possible classes of amplitude instabilities may occur.

Competition instabilities result in the collapse or annihilation of one or more pulses, and are

triggered when an eigenvalue crosses through the origin into the right-half plane. Oscillatory

instabilities are characterized by oscillations in the amplitudes of all pulses, which occur when a

pair of eigenvalues crosses the imaginary axis into the right-half plane. The oscillations may be

either in phase or out of phase, depending on parameters. Both competition instabilities and the

two types of oscillatory instabilities can be triggered either by a certain tuning of parameters, in

which case the instabilities set in immediately att = 0, or they can be dynamically triggered at

a timet1 > 0 by the slow dynamics studied in this chapter. Both of these scenarios are analyzed

in detail in the next chapter.
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CHAPTER 4

Localized Pulses in the Singularly Perturbed Regime: The Large

Eigenvalues

In this chapter, in a one dimensional domain, the stability of localized pulse patterns is ana-

lyzed for two closely related singularly perturbed reaction-diffusion (RD) systems with Brusse-

lator kinetics. For the first system, where there is no influx of the inhibitor on the domain bound-

ary, asymptotic analysis is used to derive a nonlocal eigenvalue problem (NLEP) whose spec-

trum determines the linear stability of a multi-pulse steady-state solution. Similar to previous

NLEP stability analyses of pulse patterns for other RD systems, such as the Gierer-Meinhardt

(GM) and Gray-Scott (GS) models, a multi-pulse steady-state solution can become unstable to

either a competition or an oscillatory instability depending on the parameter regime. An ex-

plicit result for the threshold value for the initiation of acompetition instability, which triggers

the annihilation of pulses in a multi-pulse pattern, is derived. Alternatively, in the parameter

regime when a Hopf bifurcation occurs, it is shown from a numerical study of the NLEP that

an asynchronous, rather than synchronous, oscillatory instability of the pulse amplitudes can

be the dominant instability. The existence of robust asynchronous temporal oscillations of the

pulse amplitudes has not been predicted from NLEP stabilitystudies of other RD systems. For

the second system, where there is an influx of inhibitor from the domain boundaries, an NLEP

stability analysis of a quasi-steady-state two-pulse pattern reveals the possibility of dynamic

bifurcations leading to either a competition or an oscillatory instability of the pulse amplitudes
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depending on the parameter regime. It is shown that the novelasynchronousoscillatory insta-

bility mode can again be the dominant instability. For both Brusselator systems, the detailed

stability results from NLEP theory are confirmed by rather extensive numerical computations

of the full PDE system. This chapter is based on joint work with Prof. Michael Ward of the

Department of Mathematics at the University of British Columbia, and Yana Nec, who at the

time was a postdoctoral research at the same department.

4.1. Introduction

Spatially localized patterns arise from a wide variety of reaction-diffusion systems, with ap-

plications to chemical dynamics and biological modelling (cf. [101]), the spatial distribution of

urban crime (cf. [62,92]), electronic gas-discharge systems (cf. [91]), and many other areas. In

particular, it is now well-known that localized spot patterns can exhibit a wide range of differ-

ent instabilities including, spot oscillation, spot annihilation, and spot self-replication behavior.

Various topics related to the analysis of far-from-equilibrium patterns modeled by PDE systems

are discussed in [80], [40], and [52].

In this broad context, in this chapter we study the stabilityof localized pulse-type solutions

to two closely related RD systems with Brusselator-type kinetics. The Brusselator system (see

e.g., [79], [100], or [85] and the references therein) is a well-known theoretical model for a

simplified autocatalytic reaction. It describes the space-time dependence of the concentrations

of the intermediate productsU (the activator) andV (the inhibitor) in the sequence of reactions

given in (3.1). Assuming (without loss of generality) that all rate constants of the reactions in

(3.1) are unity, the conventional dimensionless Brusselator model in a one dimensional domain,

with slow diffusion of the activator and constant influx of the inhibitor from the boundaries, can
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be written as

Ut = ǫ20Uxx + E0 − (B0 + 1)U + vu2 , −1 < x < 1 , Ux(±1, t) = 0 , t > 0 , (4.1a)

Vt = D0Vxx +B0U − V U2 , −1 < x < 1 , Vx(±1, t) = ±A0 , t > 0 , (4.1b)

supplemented by appropriate initial conditions. HereU ≥ 0, V ≥ 0, 0 < ǫ0 ≪ 1, andA0, B0,

D0 andE0 are all non-negative constants. The constantA0 represents a boundary feed term for

the inhibitor, while the constantE0 represents a constant bulk feed for the activator. Our key

assumption in the model is that there is an asymptotically large ratio of the diffusivities forU

andV .

In the absence of a boundary feed-term, so thatA0 = 0 in (4.1b), then pulses for (4.1) occur

whenE0 = O(ǫ
1/2
0 ) (see Appendix B and [97]). Upon writingE0 = ǫ

1/2
0 E0 whereE0 = O(1),

the scaling analysis in Appendix B yields

ut = ǫ2uxx + ǫ− u+ fvu2 , −1 < x < 1 , ux(±1, t) = 0 , t > 0 , (4.2a)

τvt = Dvxx +
1

ǫ

(

u− vu2
)

, −1 < x < 1 , vx(±1, t) = 0 , t > 0 , (4.2b)

wheret is a different time-scale than in (4.1). HereD, τ , ǫ, andf , are defined by

D ≡ D0(B0 + 1)3/2

E2
0

, τ ≡ (B0 + 1)5/2

E2
0

, ǫ ≡ ǫ0√
B0 + 1

, f ≡ B0

B0 + 1
. (4.3)

In contrast, when both the boundary and bulk feed terms are non-vanishing, and are asymp-

totically small of the orderO(ǫ
1/2
0 ) so thatE0 = ǫ

1/2
0 E0 andA0 = ǫ

1/2
0 A0, whereE0 andA0 are
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O(1), then the appropriate re-scaled form of (4.1) is (see Appendix B below)

ut = ǫ2uxx + ǫE − u+ fvu2 , −1 < x < 1 , ux(±1, t) = 0 , t > 0 , (4.4a)

τvt = Dvxx +
1

ǫ

(

u− vu2
)

, −1 < x < 1 , vx(±1, t) = ±1 , t > 0 , (4.4b)

whereD, E, τ , ǫ, andf are now defined by

D ≡ D0A
2
0

√
B0 + 1

B2
0

, E ≡ E0A0

B0

√
B0 + 1

,

τ ≡ A2
0(B0 + 1)3/2

B2
0

, ǫ ≡ ǫ0√
B0 + 1

, f ≡ B0

B0 + 1
.

(4.5)

The spatially uniform steady-state solution of (4.2) isue = ǫ/(1 − f) andve = ǫ−1(1 − f).

For arbitraryǫ > 0, it is well-known that this solution undergoes either a Turing or Hopf insta-

bility depending on the parameter ranges in (4.2) (cf. [79]). Near the bifurcation points for the

onset of these instabilities, small amplitude patterns emerge and they have been well-studied

in a multi-spatial dimensional context through canonical amplitude equations that are readily

derived from a multi-scale weakly nonlinear analysis (see [85] and the references therein). For

a detailed survey of normal form theory as applied to the study of 1-D pattern formation in the

Brusselator model see [110]. More recently, a weakly nonlinear analysis was used in [96] to

study pattern formation near a Turing-Hopf bifurcation in aBrusselator model with superdiffu-

sion.

In contrast, with an asymptotically large diffusivity ratio as in (4.2), localized large ampli-

tude patterns are readily observed in full numerical simulations of (4.2) with initial conditions

close to the spatially uniform state(ue, ve). A standard calculation shows that forf > 1/2,

0 < ǫ≪ 1, andτ = O(1), the band of unstable wave numbersm for an instability mode of the
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form (u, v) = (ue, ve) + eλt+im(Φ, N) satisfies

ǫ1/2 [(2f − 1)(1 − f)D]−1/2 < m <
(2f − 1)1/2

ǫ
, as ǫ→ 0 . (4.6)

The maximum growth rate within this instability band is calculated asλmax ∼ (2f−1)−2ǫ2m2,

which occurs whenm = mmax, where

mmax ∼
(

3f − 2

D(f − 1)2

)1/4

ǫ−1/4 , as ǫ→ 0 . (4.7)

Therefore, the instability has a short wavelength ofO(ǫ1/4), In contrast, our results below (see

(4.8) and (4.9)), show that stable localized pulses occur only at O(1) inter-pulse separation

distances. This suggests that starting from initial data a coarsening process must occur, which

eventually leads to localized pulses. For a particular parameter set, in Fig. 4.1 we show the

formation of a two-pulse pattern as obtained from the numerical solution of (4.2).
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(a) u at t = 18 andt = 46
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Figure 4.1. Plot of numerical solutionu of (4.2) at different times for the parameter set
ǫ = 0.02, f = 0.8, D = 0.1, andτ = 0.001, with initial conditionu(x, 0) = ue(1 +
0.02×rand) andv(x, 0) = ve(1+0.02×rand), whereue = ǫ/(1 − f), ve = ǫ−1(1−f),
andrand is a uniformly generated random number in[0, 1]. Left: the small amplitude
pattern att = 18 leads to the two-pulse pattern shown att = 46. Right figure: As
t increases fromt = 193 to t = 837 the two pulses slowly drift to their equilibrium
locations atx = ±0.5.
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Rigorous results for the existence of large amplitude equilibrium solutions for some gen-

eralizations of the Brusselator model (4.2) in the non-singular perturbation limitǫ = 1 have

recently been obtained in [86] and [87] (see also the references therein). However, to date, there

is no comprehensive stability theory for these large amplitude solutions.

In a more general 1-D context, there are now many results for the existence and stability

of localized equilibrium pulse patterns for various singularly perturbed two-component RD

systems such as the Gierer-Meinhardt (GM) model [27,47,106,108], the Gray-Scott (GS) model

[15,30,58,72,73], and the Schnakenberg model [48,105]. A explicit characterization of the slow

dynamics of pulse patterns, and their instability mechanisms, is given in [28,29,31,32,46,94] for

various RD systems in one space dimension. A central featurein all of these previous studies

is that the determination of the spectrum of various classesof nonlocal eigenvalue problems

(NLEP’s) is critical for characterizing the stability of both equilibrium and quasi-equilibrium

multi-pulse patterns. A survey of NLEP theory is given in [109].

The goal of this chapter is to provide a detailed analysis of the stability of multi-pulse

equilibria of (4.2), and a detailed study of the dynamics andstability of two-pulse solutions for

the Brusselator model (4.4) with a non-zero boundary feed term. Although much of the general

theoretical framework for the pulse-stability analysis isclosely related to that developed in

previous works for GM, GS, and Schnakenberg RD systems, there are important differences

both in the details of the analysis required and in the stability results that are obtained. The

stability results obtained herein complement the results obtained in the previous chapter for the

dynamics of pulses in the Brusselator model.

We now summarize our main results. In§4.2.1 we begin by briefly outlining the asymptotic

construction of symmetricN-pulse equilibrium solutions to (4.2). We refer to a symmetric
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N-pulse solution as one for which the pulses are equally spaced and, correspondingly, each

pulse has the same amplitude. The main focus of§4.2, not considered in [97], is to analyze the

stability of symmetricN-pulse equilibrium solutions to (4.2). A singular perturbation analysis

is used in§4.2.2 to derive a nonlocal eigenvalue problem (NLEP) that determines the stability of

this solution toO(1) time-scale instabilities. The derivation of this NLEP is rather more intricate

than for related RD systems in [27,30,47,48,58,73,105,106] owing primarily to the presence

of two separate nonlocal terms resulting from theO(ǫ−1) coefficient in (4.2b), and secondarily

from the nontrivial background state for the activator resulting from the constant feed term of

orderO(ǫ) in (4.2a). From an analysis of this NLEP there are two distinct mechanisms through

which the solution can go unstable as the bifurcation parametersτ andD are varied.

Firstly, for τ sufficiently small, our analysis of the NLEP in§4.2.3 reveals the existence of

a critical thresholdNc+ such that a pattern consisting ofN pulses withN > 1 is unstable to

a competition instability if and only ifN > Nc+. This instability, which develops on anO(1)

time scale asǫ → 0, is due to a positive real eigenvalue, and it triggers the collapse of some

of the pulses in the overall pattern. This critical threshold Nc+ > 0 is the unique root of (see

Principal Results 2.3 and 2.4 below)

N (1 + cos (π/N))1/3 =

(

2f 2

3(1 − f)D

)1/3

. (4.8)

In addition, from the location of the bifurcation point associated with the birth of an asymmetric

N-pulse equilibrium solution, a further thresholdNc− is derived that predicts that anN-pulse

equilibrium solution withN > 1 is stable with respect to slow translational instabilitiesof the
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pulse locations if and only ifN < Nc−, where (see (4.55))

Nc− =

(

2f 2

3(1 − f)D

)1/3

. (4.9)

SinceNc− < Nc+, the stability properties of anN-pulse equilibrium solution to (4.2) with

N > 1 andτ sufficiently small are as follows: stability whenN < Nc−; stability with respect

to fastO(1) time-scale instabilities but unstable with respect to slowtranslation instabilities

whenNc− < N < Nc+; a fastO(1) time-scale instability dominates whenN > Nc+. We

remark that for (4.2) posed on a domain of lengthL, then by a scaling argument we need only

replaceD in (4.8) and (4.9) with4D/L2. As an example, consider the parameter setǫ = 0.02,

f = 0.8, andτ = 0.001 ≪ 1. Then, the threshold (4.9) withNc− = 2 predicts that a two-pulse

pattern is stable to both fast and slow instabilities whenD < 0.133. The numerical results

shown in Fig. 4.1 withD = 0.1 confirm this prediction.

For the caseτ > 0 in (4.2), we show that anN-pulse equilibrium solution to (4.2) is unstable

whenN > Nc+, or equivalently whenD > DcN
(see Principal Result 2.3 below), where

DcN
≡ 2f 2

3N3(1 − f)
(

1 + cos π
N

) .

ForD < DcN
, in §4.2.4 we show from a numerical computation of the spectrum ofthe NLEP

that there is a critical valueτH of τ for which anN-pulse equilibrium solution undergoes a Hopf

bifurcation. In contrast to the previous NLEP stability studies of [58,102,106] for the GM and

GS models, where a synchronous oscillation in the pulse amplitudes was always the dominant

instability, our results show that there is a parameter regime where the Hopf bifurcation for the

Brusselator (4.2) triggers robustasynchronoustemporal oscillations of the pulse amplitudes.

Furthermore, we establish the scaling lawτH ∼ c/D asD → 0 for someO(1) constantc > 0.
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Therefore, in contrast to the previous analyses for the GM and GS models (cf. [58,106]) where

τH = O(1) asD → 0, this new scaling law indicates that pulses that are isolated from their

neighbors or from the domain boundaries (i.e.D small) do not undergo an oscillatory instability

unlessτ is very large.

For the boundary-flux system (4.4), in§4.3.1 we derive an ODE for the slow evolution of

a two-pulse quasi-steady pattern. In the presence of boundary flux, equilibrium pulses are not

equally spaced, and depending on the parameter values, slowly drifting pulses may annihilate

against the domain boundaries. In§4.3.2 we derive an NLEP governing the stability of the

two-pulse quasi-steady pattern toO(1) time-scale instabilities. From an analytical and numer-

ical study of this NLEP, in§4.3.3 and§4.3.4 we show the possibility of dynamic bifurcations

leading to either a competition or an oscillatory instability of the pulse amplitudes depending

on the parameter regime. As in the study of the no-flux system (4.2), the novelasynchronous

oscillatory instability mode can again be the dominant instability.

For both Brusselator systems, the detailed stability results are confirmed and illustrated by

rather extensive numerical computations of the full PDE systems.

4.2. Stability of SymmetricN-Pulse Equilibria with No Boundary Flux

In this section, we constructN-pulse symmetric equilibrium solutions of (4.2). By a sym-

metric pulse solution we refer to a pattern of pulses with a common height and equal spacing.

We then linearize about this equilibrium solution to derivean NLEP governing the stability of

the equilibrium pattern toO(1) eigenvalues. Stability with respect to the smallO(ǫ2) eigen-

values as well as the existence of asymmetric equilibria were studied in [97]. We highlight the

differences between the NLEP derived here and analogous NLEP’s derived for the Gray-Scott
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( [58]) and Gierer-Meinhardt ( [106]) models. We also draw similarities to the aforementioned

NLEP’s and appeal to results of [106] to determine criteria for competition and oscillatory in-

stabilities. Numerical results computed from (4.2) are used to validate our stability results.

4.2.1. Asymptotic Construction ofN-Pulse Equilibria

To construct anN-pulse symmetric equilibrium solution, characterized by pulses of a common

amplitude and equal spacing, we employ the “gluing” technique used in [105]. We first consider

a one-pulse solution on the interval|x| < ℓ centered atx = 0. In the inner region of widthO(ǫ),

we introduce the stretched spatial variabley = ǫ−1x and letU(y) = u(ǫy). Becausev varies

on anO(1) length scale, thenv ∼ vc in the inner region where the constantvc is to be found.

Then, by (4.2a), we obtain to leading order thatU satisfiesUyy − U + fvcU
2 = 0. The pulse

solution to this problem is

U(y) =
1

fvc
w(y) , (4.10)

wherew = 3
2
sech2(y/2) is the homoclinic solution to

w′′ − w + w2 = 0 , −∞ < y <∞ ,

w → 0 as |y| → ∞ , w′(0) = 0, w(0) > 0 ,

(4.11)

for which
∫ ∞

−∞
w dy =

∫ ∞

−∞
w2 dy = 6. (4.12)

In the outer region, we obtain from (4.2a) thatu = O(ǫ) so thatvu2 ≪ u. Thus,u ∼ ǫ to

leading order in the outer region. The resulting leading-order composite solution foru is then
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given by

u ∼ ǫ+
1

fvc
w(x/ǫ) , (4.13)

wherew(y) is defined by (4.11). Sinceu is localized nearx = 0, the terms involvingu in

(4.2b) can be represented in the outer region as delta functions. Upon using (4.12) and (4.13)

we calculate that

1

ǫ
(u− vu2) ∼ 1 +

(

1

fvc

∫ ∞

−∞
w dy − 1

f 2vc

∫ ∞

−∞
w2 dy

)

δ(x)

= 1 +
6

fvc

(

1 − 1

f

)

δ(x) . (4.14)

Therefore, in the outer region we obtain forǫ→ 0 thatv satisfies

Dvxx + 1 =
6

fvc

(

1

f
− 1

)

δ(x) , −ℓ < x < ℓ , vx(±ℓ) = 0 . (4.15)

Integrating this equation over|x| ≤ ℓ and imposing thatvx = 0 atx = ±ℓ, we obtain

vc =
3

fℓ

(

1

f
− 1

)

> 0 , (4.16)

sincef satisfies0 < f < 1. To obtain anN-pulse equilibrium solution for (4.2) on the domain

of length two, we must set2 = 2Nℓ and periodically extend our solution on|x| < l to [−1, 1].

Thus, we identify thatl = 1/N and (4.16) becomes

vc =
3N

f

(

1

f
− 1

)

. (4.17)
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Before solving for the outer solution forv, we make some remarks. Firstly,vc in (4.17)

increases withN , and so, by (4.10), the common pulse amplitude decreases as the number of

pulses increases. Also, the common amplitude is independent of D, which will not be the case

when we construct pulse solutions under the presence of boundary flux in §4.3. Secondly, by

usingℓ = 1/N , the center of each pulse is located at

xj = −1 +
2j + 1

N
, j = 0, . . . , N − 1 . (4.18)

This equally-spaced pulse result will be shown not to hold in§4.3 when we allow for the pres-

ence of boundary flux. Lastly, the uniqueness of the solutionto (4.15) is achieved by imposing

the matching conditionv(xj) = vc.

Using the last remark, we write the equation forv on the interval−1 < x < 1 as

Dvxx + 1 =
6

fvc

(

1

f
− 1

)N−1
∑

j=0

δ(x− xj) , −1 < x < 1 , vx(±1) = 0 , (4.19)

wherevc satisfies (4.17). The solution to (4.19) can be written in terms of the Neumann Green’s

functionG(x; xj) as

v = v̄ +
6

fvc

(

1

f
− 1

)N−1
∑

j=0

G(x; xj) , (4.20)

for some constant̄v to be determined. HereG(x; xj) satisfies

DGxx(x; xj) +
1

2
= δ(x− xj), −1 < x < 1 ,

Gx(±1; xj) = 0,

∫ 1

−1

G(x; xj) dx = 0 ,

(4.21)
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which has the explicit solution

G(x; xj) = − 1

4D
(x2 + x2

j ) +
1

2D
|x− xj | −

1

6D
. (4.22)

The constant̄v is determined by the matching conditionv(xi) = vc, yielding

v̄ = vc −
6

fvc

(

1

f
− 1

)N−1
∑

j=0

G(xi; xj) , (4.23)

where the right-hand side of (4.23) is readily shown to be independent ofi. We summarize our

result as follows:

Principal Result 4.2.1: Let ǫ → 0 in (4.2). Then, the leading order composite approximation

for the symmetricN-pulse equilibrium solution foru is

ue(x) ∼ ǫ+
1

fvc

N−1
∑

j=0

w[ǫ−1(x− xj)] . (4.24a)

Alternatively, the outer solution forv valid for |x− xj| ≫ O(ǫ) andj = 0, . . . , N − 1 is given

asymptotically by

ve(x) ∼ v̄ +
6

fvc

(

1

f
− 1

)N−1
∑

j=0

G(x; xj) . (4.24b)

Herew(y) satisfies(4.11), whilevc, xj , v̄, andG(x; xj) are given in(4.17), (4.18), (4.23), and

(4.22), respectively.

Next, we calculate the critical valueDsN
ofD for which an asymmetricN-pulse equilibrium

solution, characterized by pulses of different height and non-uniform spacing, bifurcates from

the symmetricN-pulse symmetric solution branch. This bifurcation point corresponds to a zero

eigenvalue crossing along the symmetric branch, and forτ sufficiently small it characterizes the
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stability threshold of symmetricN-pulse equilibria with respect to the small eigenvalues with

λ→ 0 asǫ → 0 in the linearization of (4.2) (cf. [97]).

To determine this bifurcation point, we computev(l) for the one-pulse equilibrium solution

to (4.2) on the domain−l < x < l. From (4.15) and (4.16), we readily calculate that

v(l) =
1

2D

(

l2 +
b

l

)

, b ≡ 6D

f 2
(1 − f) .

The bifurcation point for the emergence of an asymmetricN-pulse solution on a domain of

length two, is obtained by calculating the minimum point of the graph ofv(l) versusl, and then

setting2Nl = 2 (cf. [97]). This occurs at the valueD = DsN
, where

DsN
≡ f 2

3(1 − f)N3
. (4.25)

4.2.2. Derivation of Nonlocal Eigenvalue Problem

To analyze the stability of the equilibrium solution constructed above, we linearize aboutue and

ve, whereue andve are given in (4.24a) and (4.24b), respectively. We substituteu = ue + eλtΦ

andv = ve +eλtΨ into (4.2), where|Φ| ≪ 1 and|Ψ| ≪ 1. This leads to the eigenvalue problem

ǫ2Φxx − Φ + 2fueveΦ + fu2
eΨ = λΦ , −1 < x < 1 , Φx(±1) = 0 , (4.26a)

DΨxx +
1

ǫ

[

Φ − 2ueveΦ − u2
eΨ
]

= τλΨ , −1 < x < 1 , Ψx(±1) = 0 . (4.26b)

To analyze the large eigenvalues that areO(1) asǫ→ 0, we look for a localized eigenfunc-

tion for Φ of the form

Φ ∼
N−1
∑

j=0

Φj [ǫ
−1(x− xj)] , (4.27)
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whereΦj(y) is an even function withΦj → 0 exponentially as|y| → ∞. In the inner region

near thejth pulse we obtain from (4.26b) thatΨ ∼ Ψj, whereΨj is a constant to be found.

Since bothue andΦ are localized near eachxj , we calculate in the sense of distributions that

1

ǫ

[

Φ − 2ueveΦ − u2
eΨ
]

∼
(
∫ ∞

−∞
Φj dy −

2

f

∫ ∞

−∞
wΦj dy −

Ψj

f 2v2
c

∫ ∞

−∞
w2 dy

)

δ(x− xj) . (4.28)

Substituting (4.27) into (4.26a) and (4.28) into (4.26b), and using (4.12) for the last integral in

(4.28), we obtain that

Φ′′
j−Φj+2wΦj+

1

fv2
c

w2Ψj = λΦj , −∞ < y <∞ , Φj → 0 as |y| → ∞ , (4.29a)

and

Ψxx − µ2Ψ = −
N−1
∑

j=0

ω̃jδ(x− xj) , −1 < x < 1 , Ψx(±1) = 0 , (4.29b)

where we have definedµ andω̃j by

µ ≡
√

τλ

D
, ω̃j ≡

1

D

[
∫ ∞

−∞
Φj dy −

2

f

∫ ∞

−∞
wΦj dy −

6Ψj

f 2v2
c

]

. (4.30)

To derive an NLEP forΦj , we must computeΨj for j = 0, . . . , N − 1 from (4.29b). To do so,

we writeΨ(x) as

Ψ =

N−1
∑

j=0

G(µ)(x; xj)ω̃j , (4.31)
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whereG(µ)(x; xj) is the Green’s function satisfying

G(µ)
xx − µ2G(µ) = −δ(x− xj) , −1 < x < 1 ; G(µ)

x (±1; xj) = 0 . (4.32)

Evaluating (4.31) atx = xi we obtain thatΨ(xi) = Ψi =
∑N−1

j=0 G
(µ)
i,j ω̃j, whereG(µ)

i,j ≡

G(µ)(xi, xj) andω̃j is given in (4.30). In matrix form, this system can be writtenas

Ψ = G(µ)

(

ω − 6

f 2v2
cD

Ψ

)

, (4.33)

where

Ψ ≡













Ψ0

...

ΨN−1













, G(µ) ≡





















G
(µ)
0,0 G

(µ)
0,1 . . . G

(µ)
0,N−1

G
(µ)
1,0

. . . · · · G
(µ)
1,N−1

...
...

. . .
...

G
(µ)
N−1,0 G

(µ)
N−1,1 · · · G

(µ)
N−1,N−1





















, (4.34)

and

ω =
1

D

[
∫ ∞

−∞
Φ dy − 2

f

∫ ∞

−∞
wΦ dy

]

, Φ ≡













Φ0

...

ΦN−1













. (4.35)

Solving forΨ in (4.33), we obtain

Ψ = C−1G(µ)ω ; C ≡ I +
6

f 2v2
cD

G(µ) , (4.36)

whereI is theN ×N identity matrix.
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Having obtainedΨ in terms ofΦ, we now derive a vector NLEP forΦ. Upon defining the

local operatorL0 by

L0φ ≡ φ′′ − φ+ 2wφ , (4.37)

we then use (4.35) forω to write (4.29a) in vector form as

L0Φ +
w2

fv2
cD

C−1G(µ)

[
∫ ∞

−∞

(

Φ − 2

f
wΦ

)

dy

]

= λΦ . (4.38)

To obtainN uncoupled scalar NLEP’s, we diagonalizeC−1 andG(µ) by using the eigenpairs

G(µ)vj = κjvj for j = 0, . . . , N − 1 of G(µ). This yields,

G(µ) = SΛS−1 , C−1 = S [I + β0Λ]−1 S−1 ; β0 ≡
6

f 2v2
cD

, (4.39)

whereS is the non-singular matrix whose columns are the eigenvectors of G(µ) andΛ is the

diagonal matrix of the eigenvaluesκ0, . . . , κN−1. From the observation that
(

G(µ)
)−1

is a tridi-

agonal matrix, explicit formulae for these eigenvalues were calculated in Proposition 2 of [47]

as

κj =
1

µσj

, j = 0, . . . , N − 1 , (4.40)

whereσj for j = 0, . . . , N − 1 are given by

σ0 = eλ + 2fλ; σj = eλ + 2fλ cos

(

jπ

N

)

, j = 1, . . . , N − 1 . (4.41a)

Hereeλ andfλ are defined in terms ofµ ≡
√

τλ/D by

eλ ≡ 2 coth

(

2µ

N

)

, fλ ≡ − csch

(

2µ

N

)

. (4.41b)
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The corresponding eigenvectors ofG(µ) are

vt
0 = (1, . . . , 1) ; vℓ,j = cos

[

jπ

N
(ℓ− 1/2)

]

, j = 1, . . . , N − 1 , (4.41c)

wheret denotes the transpose andvℓ,j denotes theℓth component of the vectorvj .

Upon substituting (4.39) into (4.38), and making use of the transformationΦ = SΦ̂, we

obtain the diagonal NLEP

L0Φ̂ + fβ0 [I + β0Λ]−1 Λw2





∫∞
−∞

(

Φ̂ − 2
f
wΦ̂

)

dy
∫∞
−∞w

2 dy



 = λΦ̂ , (4.42)

whereβ0 is defined in (4.39), and where we have used that
∫∞
−∞w

2 dy = 6. While the compo-

nents ofΦ̂ are generally different, for notational convenience we lable Φ̂ = Φ̂e, wheree is the

N-vector(1, . . . , 1)t. SinceΛ is the diagonal matrix of eigenvaluesκj , this substitution leads to

N uncoupled scalar NLEP’s of the form

L0Φ̂ + fχ̃jw
2





∫∞
−∞

(

Φ̂ − 2
f
wΦ̂
)

dy
∫∞
−∞w

2 dy



 = λΦ̂ , j = 0 , . . . , N − 1 , (4.43)

whereχ̃j is defined by

χ̃j ≡
β0κj

1 + β0κj

. (4.44)

In contrast to the NLEP problems for the Gierer-Meinhardt and Gray-Scott models analyzed

in [106] and [58], the NLEP (4.43) involves the two separate nonlocal terms
∫∞
∞ Φ̂ dy and

∫∞
∞ wΦ̂ dy. These terms arise from the fact that theO(ǫ−1) term in (4.2b) involves the sum

of two localized terms. Due to this complication, it initially appears that the general theory
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developed in [106] is not applicable. However, as we now show, by a simple manipulation we

can recast (4.43) into the same general form as the NLEP analyzed in [106].

To do so, we first defineI1 andI2 asI1 ≡
∫∞
−∞Φ̂ dy andI2 ≡

∫∞
−∞wΦ̂ dy. Then, by using

(4.37) forL0Φ̂, together with the condition that̂Φ → 0 as|y| → ∞, we integrate (4.43) over

−∞ < y <∞ to obtain

− I1 + 2I2 + fχ̃j

[

I1 −
2

f
I2

]

= λI1 ,

which is then re-arranged to yield

I1 −
2

f
I2 = −2

f

[

1 + λ− f

1 + λ− χ̃jf

]

I2 . (4.45)

Finally, using (4.45) in (4.43), we obtain the NLEP problem

L0Φ̂ − χjw
2

(
∫∞
−∞wΦ̂ dy
∫∞
−∞w

2 dy

)

= λΦ̂ , χj ≡ 2χ̃j

[

1 + λ− f

1 + λ− χ̃jf

]

, (4.46)

whereχ̃j is defined in terms ofκj in (4.44).

The NLEP in (4.46) is of the form given in Proposition 2.3 of [106] for the GM model

and in Principal Result 3.2 of [58] for the GS model. However, because the activator in the

Brusselator model acts as two separate sources for the inhibitor, the identity (4.45) is needed,

which results in a rather complicated coefficient in front ofthe nonlocal term in (4.46). Finally,

by substituting (4.44) and (4.40) into (4.46) we obtain the following main result:

Principal Result 4.2.2: Let ǫ → 0 in (4.2) and consider theN-pulse equilibrium solution

constructed in§4.2.1. The stability of this solution on anO(1) timescale is determined by the
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spectrum of the NLEP

L0Φ̂ − χjw
2

(
∫∞
−∞wΦ̂ dy
∫∞
−∞w

2 dy

)

= λΦ̂ , −∞ < y <∞ , Φ̂ → 0 as |y| → ∞ , (4.47a)

whereχj is given explicitly by

χj =
2

1 + µσj/β0

[

1 +
fµσj

fβ0 − (1 + λ)(β0 + µσj)

]

. (4.47b)

Hereσj is defined in terms ofµ in (4.41a), µ is defined in terms ofλ in (4.30), andβ0 is defined

in (4.39).

We make a few remarks concerning (4.47). Firstly, the dependence ofχj in (4.47) onτ

is strictly through the parameterµ =
√

τλ/D, the importance of which will be discussed

in the following section. From the explicit formula (4.41a), it follows thatχj does not have

a branch point at the originλ = 0. Secondly, sincêΦ is even, then
∫∞
−∞wΦ̂ dy 6= 0. The

spectrum ofL0 was studied in [65] and [27], where it was proved that in addition to the zero

eigenvalue associated with translation invariance,L0 has a unique positive eigenvalueν0 = 5/4

corresponding to an eigenfunctionφ0 of constant sign. In addition, there is another discrete

eigenvalue forL0 on the negative real line atν2 = −3/4 (cf. [27]).

Finally, the spectrum of the NLEP for (4.47) is recast into a more convenient form by first

writing

Φ̂ = χj

(
∫∞
−∞wΦ̂ dy
∫∞
−∞w

2 dy

)

(L0 − λ)−1w2 .

and then multiplying both sides of this equation byw and integrating over the real line. In

this way, we obtain that the eigenvalues of (4.47) are the roots of the transcendental equations

gj(λ) = 0, for j = 0, . . . , N − 1, where
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gj(λ) ≡ Cj(λ) − F (λ) , Cj(λ) ≡ 1

χj(λ)
,

F (λ) ≡
∫∞
−∞wψ dy
∫∞
−∞w

2 dy
, ψ ≡ (L0 − λ)−1w2 ,

(4.48)

and where the inversion(L0 − λ)−1 is defined uniquely by requiring thatψ is an even function.

4.2.3. Competition Instabilities

In this sub-section, we seek criteria in terms ofD that guarantee that there is a positive real

solution to (4.48) in the limitτ → 0+. Such a root corresponds to an unstable real positive

eigenvalue of the NLEP (4.47). Forτ → 0+ it will be shown that such a linear instability is

of competition type in the sense that it conserves the sum of the amplitudes of the pulses. The

instability threshold condition onD will also be shown to apply to the case whereτ > 0.

We begin the analysis by recalling key properties of the function F (λ) whenλ is real and

positive as determined in Proposition 3.5 of [106]. We then determine the behavior ofCj(λ)

in (4.48) in the limitτ → 0+. Using the properties ofCj(λ) in this limit, together with the

properties ofF (λ), we obtain criteria for which there exists a positive real value ofλ at which

Cj(λ) andF (λ) intersect. Some global properties ofF (λ) whenλ is real and positive, which

were rigorously established in [106], are as follows:

F (λ) > 0 , F ′(λ) > 0 , F ′′(λ) > 0 , for 0 < λ < 5/4 ;

F (λ) < 0 , for λ > 5/4 .

(4.49a)

Furthermore, sinceL0w = w2 and since the operator(L0 − λ) is not invertible atλ = 5/4, we

obtain that

F (0) = 1 , F (λ) → +∞ , as λ→ 5/4− . (4.49b)
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To determine the behavior ofCj(λ) asτ → 0+, we first writeCj(λ) in terms ofσj as

Cj(λ) =
1

2

[

1 + ξj +
fξj

1 + λ− f

]

; ξj =
µσj

β0
, j = 0, . . . , N − 1 . (4.50)

For any branch of
√
λ, this function is analytic in the finiteλ plane except at the simple pole

λ = −1 + f , which is on the negative real axis since0 < f < 1. Upon taking the limitµ→ 0+

in σj in (4.41a), we see thatξj in (4.50) has the behavior

ξ0 → 0+ ; ξj →
Naj

β0
, aj ≡ 1 − cos

(

jπ

N

)

,

j = 1, . . . , N − 1 , as τ → 0+ ,

(4.51)

whereβ0 is defined in (4.39).

Firstly, by (4.51) and (4.50), we have thatC0(λ) ≡ 1/2 for all λ whenτ = 0. Thus, by

(4.49), it follows thatg0(λ) 6= 0 for anyλ ≥ 0. Moreover, from the rigorous study of [108]

(see Corollary 1.2 of [108]), we can conclude, more strongly, that whenC0 = 1/2 there are no

roots tog0(λ) = 0 in the unstable right-half plane Re(λ) > 0 (see (4.2.4)). Thus, the(1, . . . , 1)t

mode, governing synchronous instabilities of the amplitudes of the pulses, is always stable in

the limit τ → 0+.

Next, consider the modesj = 1, . . . , N − 1. Sinceξj in (4.51) forj > 0 is independent of

λ in the limit τ → 0+, it follows from (4.50) thatC ′
j(λ) < 0 andCj(λ) > 0 for λ ≥ 0 when

j = 1, . . . , N−1. Thus, from (4.49), we conclude that ifmaxj Cj(0) < 1 for j = 1, . . . , N−1,

then there are no real positive eigenvalues whenτ = 0. A simple calculation using (4.50) and

(4.51) shows that asτ → 0+, we have the orderingCN−1(0) > CN−2(0) > . . . > C1(0).
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Therefore, in the limitτ → 0+, (4.47) has no real positive eigenvalues when

CN−1(0) =
1

2

[

1 + ξN−1 − f

1 − f

]

< 1 . (4.52)

If CN−1(0) > 1, there is an unstable positive real eigenvalue whenτ → 0+. The threshold

valueDcN
of D, as given below in (4.53), is obtained by settingCN−1(0) = 1, and then using

(4.51) forξN−1 together with (4.39) forβ0.

Although for the caseτ > 0 it is no longer true thatCN−1(λ) is monotonically decreasing,

we still have thatCN−1(0) > 1 whenD > DcN
. Hence, by the properties ofF (λ) given in

(4.49) it follows that there must still be a positive root toCN−1(λ) = F (λ). However, when

τ > 0 it is possible that there can now be further real positive roots where the other curves

Cj(λ) for j = 0, . . . , N − 2 intersectF (λ). We summarize our instability result as follows:

Principal Result 4.2.3: Let ǫ → 0 andτ ≥ 0 in (4.2). Then theN-pulse equilibrium solution

(N ≥ 2) constructed in§4.2.1 is unstable when

D > DcN
≡ 2f 2

3N3(1 − f)
(

1 + cos π
N

) , 0 < f < 1 , (4.53)

and the spectrum of the NLEP(4.47)contains at least one unstable positive real eigenvalue. For

τ → 0+, the instability is of competition type in the sense that anylinearly unstable eigenvector

vj for the pulse amplitudes must satisfy(1, . . . , 1) · vj = 0.

We now make some remarks. Firstly, for the limiting caseτ → 0+, in §4.2.4 a winding

number calculation will be used to prove that there are no unstable complex eigenvalues in the

right half-plane whenD < DcN
. Therefore, forτ → 0+, the thresholdDcN

gives a necessary

and sufficient condition for stability. Secondly, by comparing (4.53) with (4.55), we see that
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asτ → 0+, theN-pulse equilibrium solution (4.24) is stable if and only if it is stable to small

eigenvalues. Thirdly, the term competition instability isdue to the fact that when such an

instability is triggered, some pulses grow in amplitude while other decrease. This is due to

the difference in signs of the components of the eigenvectors vj for j = 1, . . . , N − 1. As

shown in the numerical experiments below, computed from thefull Brusselator model (4.2),

this linear instability triggers a nonlinear event that leads to pulse annihilation. In contrast, as

was shown above, the synchronous mode corresponding tov0 = (1, . . . , 1)t is always stable

whenτ is sufficiently small. Fourthly,DcN
decreases as∼ N−3 whenN is large, which is

the same scaling as for the Schnakenberg model (Corollary 3.1 of [105]). In contrast, the GM

(Proposition 7 of [47]) and GS ( [58]) models have a more robustN−2 scaling in terms of the

ability to support additional pulses. SinceD is inversely proportional to the square length of

the domain, (4.53) shows that in order to maintain stabilitythe domain size must increase as the

number of pulses increases. Finally, in terms of the original Brusselator parametersB0,D0 and

E0 in (4.5), we have the stability criterion

D0 < D0cN
≡ 2E2

0B
2
0

3N3(B0 + 1)5/2
(

1 + cos π
N

) . (4.54)

Thus a pulse pattern can be stabilized with smallD0 or largeE0. Note that, by (4.3),E2
0 =

O(τ−1) so thatD0cN
= O(τ−1) asτ → 0+. However, if we require thatD = O(1) with respect

to τ , thenD0 must also beO(τ−1) by (4.3). Also, if τ = (B0 + 1)5/2/E2
0 is held constant,

then increasingB0 in (4.54) relaxes the stability criterion. This fact is reflected in terms of the

rescaled variables in (4.53), where increasingf = B0/(B0 + 1) towards unity increasesDcN
.

Finally, we remark that the eigenvalue problem (4.26) admits another class of eigenvalues

associated with translation-type instabilities, and these eigenvalues are of the orderλ = O(ǫ2)
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asǫ → 0. These eigenvalues, studied in [97], were found to be real negative whenτ = O(1) if

and only ifD < DsN
, where (cf. [97])

DsN
≡ f 2

3N3(1 − f)
< DcN

. (4.55)

This threshold value is the same as that calculated in (4.25)for the bifurcation point correspond-

ing to the emergence of asymmetricN-pulse equilibria from a symmetricN-pulse equilibrium

solution branch.

4.2.4. Complex Eigenvalues and Oscillatory Instabilities

For the caseD < DcN
and τ = 0, we now use a winding number argument to prove that

(4.47) has no unstable eigenvalues with Re(λ) > 0. To calculate the number of zeros ofgj(λ)

in the right-half plane, we compute the winding ofgj(λ) over the contourΓ traversed in the

counterclockwise direction composed of the following segments in the complexλ- plane:Γ+
I

(0 < Im(λ) < iR, Re(λ) = 0), Γ−
I (−iR < Im(λ) < 0, Re(λ) = 0), andΓR is the semi-circle

in the right-half plane defined by|λ| = R > 0, −π/2 < arg(λ) < π/2, whereR > 0.

Each functiongj(λ) in (4.48) for j = 0, . . . , N − 1 is analytic in Re(λ) ≥ 0 except at

the simple poleλ = 5/4 corresponding to the unique positive eigenvalue of the operatorL0 in

(4.37). Therefore, by the argument principle we obtain thatMj −1 = (2π)−1 limR→∞ [arg gj]Γ,

whereMj is the number of zeros ofgj in the right half-plane, and where[arg gj ]Γ denotes the

change in the argument ofgj overΓ. Furthermore from (4.48), (4.50) and (4.51) it follows that

gj → (1 + ξj)/2 as |λ| → ∞ on the semi-circleΓR, so thatlimR→∞ [arg gj]ΓR
= 0. For the

contourΓ−
I , we use thatgj(λ) = gj(λ) so that[arg gj ]Γ−

I
= [arg gj]Γ+

I
. By summing the roots of

theN separate functionsgj(λ) for j = 0, . . . , N − 1, we obtain that the numberM of unstable
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eigenvalues of the NLEP (4.47) whenτ = 0 is

M = N +
1

π

N−1
∑

j=0

[arg gj ]Γ+

I
. (4.56)

Here [arg gj]Γ+

I
denotes the change in the argument ofgj as the imaginary axisλ = iλI is

traversed fromλI = +∞ to λI = 0.

To explicitly calculate[arg gj ]Γ+

I
whenτ = 0, we substituteλ = iλI into (4.50) forCj, and

separate the resulting expression into real and imaginary parts to obtain

Cj(iλI) = CjR(λI) + iCjI(λI) , (4.57a)

where

C0R(λI) =
1

2
, C0I(λI) = 0 , (4.57b)

CjR(λI) =
1

2

[

1 + ξj +
fξj(1 − f)

(1 − f)2 + λ2
I

]

, j = 1, . . . , N − 1 , (4.57c)

CjI(λI) = − fξjλI

(1 − f)2 + λ2
I

, j = 1, . . . , N − 1 . (4.57d)

In (4.57) we use the limiting behavior forξj asτ → 0+ as given in (4.51).

Similarly, we separate the real and imaginary parts ofF (iλI), whereF (λ) was defined in

(4.48), to obtain that

F (iλI) =

∫∞
−∞wL0 [L2

0 + λ2
I ]

−1
w2 dy

∫∞
−∞w

2 dy
+ i

(

λI

∫∞
−∞w [L2

0 + λ2
I ]

−1
w2 dy

∫∞
−∞w

2 dy

)

≡ FR(λI) + iFI(λI) , (4.58)
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which determinesg(iλI) from (4.48) as

gj(iλI) = CjR(λI) − FR(λI) + i [CjI(λI) − FI(λI)] ≡ gjR(λI) + igjI(λI) . (4.59)

In order to calculate[arg gj ]Γ+

I
, we require the following properties ofFR(λI) andFI(λI),

as established rigorously in Propositions 3.1 and 3.2 of [106]:

FR(0) = 1 ; F ′
R(λI) < 0 , λI > 0 ; FR(λI) = O(λ−2

I ) , λI → +∞ , (4.60a)

FI(0) = 0 ; FI(λI) > 0 , λI > 0 ; FI(λI) = O(λ−1
I ) , λI → +∞ . (4.60b)

By using (4.57) and (4.60), we obtain from (4.59) thatg0R < 0 andg0I = 0 atλI = 0, while

g0R > 0 andgI0 = 0 asλI → +∞. In addition, sinceFI(λI) > 0, we conclude thatg0I < 0 for

λI > 0. Therefore,[arg g0]Γ+

I
= −π, and hence (4.56) becomes

M = N − 1 +
1

π

N−1
∑

j=1

[arg gj]Γ+

I
. (4.61)

The calculation of[arg gj]Γ+

I
for j = 1, . . . , N − 1 is similar, but depends on the range of

D. Suppose thatD < DcN
, whereDcN

is the threshold of (4.53), so thatCjR(0) < 1 for all

j = 1, . . . , N − 1. Then, from (4.57), (4.60), and (4.59), we calculate thatg0R < 0 andg0I = 0

at λI = 0, while g0R > 0 andgI0 = 0 asλI → +∞. In addition, sinceFI(λI) > 0 and

C0I(λI) < 0, we getg0I < 0 for all λI > 0. This gives[arg gj ]Γ+

I
= −π for j = 1, . . . , N − 1.

From (4.61), we then obtain the following result:

Principal Result 4.2.4: Let τ → 0+ and ǫ → 0. Then, whenD < DcN
, whereDcN

is the

threshold of(4.53), the NLEP(4.47)has no unstable eigenvalues in Re(λ) > 0. Therefore, for
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τ → 0+, the thresholdDcN
gives a necessary and sufficient condition for the stabilityof the

N-pulse equilibrium solution(4.24a)of (4.2).

We remark that asD is increased above the thresholdDcN
in such a way thatCN−1(0) > 1

but Cj(0) < 0 for j = 1, . . . , N − 2, we readily calculate from (4.57), (4.60), and (4.59),

that [arg gN−1]Γ+

I
= 0 and[arg gj]Γ+

I
= −π for j = 1, . . . , N − 2. Therefore, from (4.61) we

conclude thatM = 1, and the only eigenvalue entering the right-half plane is the real eigenvalue

corresponding to the competition instability analyzed in§4.2.3. We remark that sinceτ appears

only through the factorτλ, then increasingτ cannot result in a competition instability. Thus,

the threshold criterion (4.53) for stability is also valid for a range of0 < τ < τ0 for someτ0 > 0

to be determined.

Next, we show that for0 < D < DcN , there are exactly2N unstable eigenvalues in Re(λ) >

0 whenτ > 0 is sufficiently large, and that these eigenvalues are on the positive real axis in

0 < λ < 5/4. Forτ ≫ 1, we obtain from (4.50) and (4.41a) thatCj = O(
√
λτ ) onΓR, so that

limR→∞ [arg gj ]ΓR
= π/2. In this way, we obtain in place of (4.56) that

M =
5N

4
+

1

π

N−1
∑

j=0

[arg gj]Γ+

I
. (4.62)

For τ ≫ 1 andλ = iλI , we obtain from (4.50) and (4.41a) that

Cj =
1

2

[

1 + κ
√

iτλI +
fκ

√
iτλI

1 − f + iλI

]

, κ ≡ 2

β0

√
D
. (4.63)
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Separating into real and imaginary parts, withCj = CjR + iCjI , we get forτ ≫ 1 andλI 6= 0

that

CjR =
κ
√
τλI

2

|1 + iλI |
|(1 − f) + iλI |

cos
(π

4
+ θ0 − θ1

)

+
1

2
,

CjI =
κ
√
τλI

2

|1 + iλI |
|(1 − f) + iλI |

sin
(π

4
+ θ0 − θ1

)

,

(4.64a)

whereθ0 andθ1 are defined by

θ0 = arctan(λI) , θ1 = arctan(λI/(1 − f)) . (4.64b)

SinceλI > 0, and0 < f < 1, then0 < θ0 < θ1 < π/2. Notice thatCjR > 0 for anyλI > 0 on

this range ofθ0 andθ1.

For τ ≫ 1, we havegj ∼ ceiπ/4
√
λI , wherec > 0 is a real constant, asλI → +∞.

Therefore, we have arg(gj) = π/4 asλI → +∞. Now forλI = 0, we havegjR < 0 andgjI = 0

whenD < DcN
, so that arg(gj) = π whenλI = 0. In order to prove that[arg gj]Γ+

I
= 3π/4,

we must show thatgjI > 0 whenevergRj = 0. SinceFR > 0 andCjR(λI) > 0 for λI > 0,

but CjR = O(
√
τ) ≫ 1 for τ ≫ 1, it follows that any rootλ∗I of gRj = 0 must be such

that λ∗I = O(τ−1) ≪ 1. Thus, forτ ≫ 1, we haveθ0 → 0 andθ1 → 0 asλI → 0, and

so we conclude from (4.64) thatCjI > 0 with CjI = O(1) at λ∗I = O(τ−1). Finally, since

gjI = CjI − FI , andFI(0) = 0, we conclude thatgjI > 0 at any rootλ∗I ≪ 1 of gjR = 0. This

proves that[arg gj ]Γ+

I
= 3π/4 for eachj = 0, . . . , N − 1. Finally, from (4.62) we conclude that

M = 2N .

To determine more precisely the location of these unstable eigenvalues we proceed as in

§4.2.3. Forτ ≫ 1, and on the positive real axis in0 < λ < 5/4 we obtain from (4.50) and

(4.41a) thatCj(λ) is a concave monotone increasing function. SinceCj(0) < F (0) = 1 when
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D < DcN
for j = 0, . . . , N − 1, it follows from the properties ofF (λ) in (4.49) that for eachj,

Cj(λ) = F (λ) must have two roots on the interval0 < λ < 5/4. We summarize the result as

follows:

Principal Result 4.2.5: Let τ → ∞ andǫ → 0. Then, when0 < D < DcN
, whereDcN

is the

threshold of(4.53), the NLEP(4.47)has exactly2N unstable eigenvalues in Re(λ) > 0. These

eigenvalues are located on the real axis in the interval0 < λ < 5/4.

Therefore, for the parameter range0 < D < DcN
, and by the continuity of the branches

of eigenvalues with respect toτ , we conclude that for eachj = 0, . . .N − 1, there must be a

minimum valueτ0j > 0 of τ for which the NLEP (4.47) has a complex conjugate pair of eigen-

values atλ = ±iλ0
Ij , corresponding to each eigenmode in (4.41c). We define the oscillatory

stability thresholdτ0 as the minimum of these thresholds, i.e.τ0 = minj τ0j . Our numerical

results show thatτ0 is a Hopf bifurcation point, in the sense that an unstable complex conjugate

pair of eigenvalues enters the right half-plane forτ slightly aboveτ0. From (4.41c) thej = 0

mode corresponds to synchronous pulse amplitude oscillations, while the other modes corre-

spond to asynchronous oscillations in the pulse amplitudes. For the Gierer-Meinhardt model,

as studied in [106], an ordering principleτ0j < τ0j+1, j = 0, . . . , N − 2 was observed for all

values of the parameters tested. That is, the dominant oscillatory instability is that of synchro-

nous oscillations of the pulse amplitudes. In contrast, forall values of the parameterf tested,

we find an interval ofD in 0 < D < DcN
in which this ordering principle is reversed. Thus, the

Brusselator admits asynchronous oscillations not observed in previous studies of the stability

of pulse solutions. We conjecture that this is due to the activator acting as two separate sources

for the inhibitor, necessitating the manipulation (4.45) to obtain the multiplier of the nonlocal
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term in the NLEP (4.46). We illustrate asynchronous oscillatory phenomena for two-, three-,

and four-pulse examples in§4.2.5.

To determine the smallest valueτ0j for which there are two eigenvaluesλ = ±iλ0
Ij with

λ0
Ij > 0, on the imaginary axis, and no eigenvalues in the right-halfplane, we solve the coupled

systemgRj = gIj = 0 given in (4.59) forτ0j andλ0
Ij. In (4.59),CjR(λI) = Re(Cj(iλI)) and

CjI(λI) = Im(Cj(iλI)), whereCj(λ) is defined in (4.50) in terms ofσj as given in (4.41a).

The critical valueτ0 is then defined by

τ0 = min
j
τ0j . (4.65)

For given parametersD and f , we used theMATLAB function fsolve() to solve the

systemgRj = gIj = 0 for τ0j andλ0
Ij. To evaluateFR(λI) andFI(λI) in (4.58), we discretized

the operator[L2
0+λ2

I ] over the interval−20 < y < 20 using500 grid points and usedMATLAB’s

inversion algorithm to solve the boundary value problem. The trapezoidal rule was used to

evaluate the integrals inFR(λI) andFI(λI). Halving the number of grid points, or halving the

interval length, did not significantly affect the calculated values ofFR(λI) andFI(λI). In all

subsequent plots ofτ0j andλ0
Ij, we treatD as the bifurcation parameter and holdf fixed at a

particular value. For the values off tested in the interval0 < f < 1, the qualitative behavior of

τ0j(D) remained unchanged.

In Figure 4.2(a), we plot the curvesτ0j(D) forN = 2 andf = 0.5. The critical valueDc2 is

indicated by the vertical dotted line in the figure. WhenD = Dc2, thej = 1 curve ends as the

corresponding pair of imaginary eigenvalues meet at the origin, as shown in the plot ofλ0
Ij(D)

in Figure 4.2(c). AsD increases aboveDc2, one eigenvalue moves on the real axis into the

right-half plane. Because thej = 0 mode does not undergo such a bifurcation, thej = 0 curve
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continues beyondDc2 but is not plotted. In general, thejth curve ends when thejth mode be-

comes unstable to a real eigenvalue crossing into the right-half plane from the origin. In Figure

4.2(b), we magnify the interval in Figure 4.2(a) where the ordering principleτ01 < τ00 holds.

ForD in this interval, we expect asynchronous oscillations to bethe dominant instability. ForD

to the right of this interval, the familiar ordering principle τ00 < τ01, guaranteeing synchronous

oscillatory instabilities, is restored.
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Figure 4.2. Plots ofτ0j(D) (left and center figures) andλ0
Ij(D) (right figure) forN = 2

andf = 0.5. The critical valueDc2 ≈ 0.0417 is indicated by the vertical dotted line. In
all figures, the solid and dashed curves correspond toj = 0 andj = 1, respectively. In
the magnified interval shown in the center figure,τ01 < τ00, indicating the possibility of
asynchronous oscillations.

In Figure 4.3(a), we show a plot ofτ0j(D) for a three-pulse example withf = 0.6. We

again plot only the interval0 < D < Dc3 above which thej = 2 curve ceases to exist. In

the plot ofλ0
Ij(D) in Figure 4.3(c), we see thatλ0

I2 → 0 asD → D−
c3. In Figure 4.3(b),

the reverse ordering principle is again observed for an interval of D, indicating the possibility

of asynchronous oscillations. As similar to the previous two-pulse case, forD to the right of

this interval, the usual ordering principle guaranteeing synchronous oscillatory instabilities is

restored. The same characteristics ofτ0j(D) andλ0
Ij(D) for a four-pulse example withf = 0.6

are seen in Figures 4.4(a)-4.4(c).
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(a) τ0j(D) for N = 3
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(b) τ0j(D) for N = 3 closeup
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Figure 4.3. Plots ofτ0j(D) (left and center figures) andλ0
Ij(D) (right figure) forN = 3

andf = 0.6. The critical valueDc3 ≈ 0.0148 is indicated by the vertical dotted line. In
all figures, the solid, dashed, and dotted curves correspondto j = 0, 1, 2, respectively.
In the magnified interval shown in the center figure,τ02 < τ01 < τ00.
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(a) τ0j(D) for N = 4
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(b) τ0j(D) for N = 4 closeup
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Figure 4.4. Plots ofτ0j(D) (left and center figures) andλ0
Ij(D) (right figure) forN = 4

andf = 0.6. The critical valueDc4 ≈ 0.0055 is indicated by the vertical dotted line. In
all figures, the solid, dashed, dotted, and dash-dotted curves correspond toj = 0, 1, 2, 3,
respectively. In the magnified interval shown in the center figure,τ03 < τ02 < τ01 < τ00.

For the two-pulse example of Figure 4.2 withf = 0.5, we trace the paths of the pair of

complex conjugate eigenvalues in the right-half plane asτ increases past the Hopf bifurcation

value computed in Figures 4.2(a) and 4.2(b). For the two modesj = 0 (Figure 4.5(a)) andj = 1

(Figure 4.5(b)), we start with the pair(τ, λ) = (τ0j(D), λ0
Ij) and solveg(λ) = 0 in (4.48) for

increasingly larger values ofτ . For thej = 0 mode we takeD = 0.03 while for thej = 1

mode, we takeD = 0.006 so that in both cases the eigenvalues being tracked are the first ones

to cross into the right-half plane. The eigenvalues converge onto the positive real axis whenτ is
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sufficiently large. Asτ is increased further, the eigenvalues split and migrate along the positive

axis toward0 andν0 = 5/4 asτ → ∞, whereν0 is the principal eigenvalue of the operatorL0.
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(a) D = 0.03, j = 0
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Figure 4.5. Plots of the paths ofλ = λI + iλR with N = 2, and f = 0.5 for
(D, j) = (0.03, 0) (left) and (D, j) = (0.006, 1) (right) asτ increases past its Hopf
bifurcation valueτ0j(D). The arrows denote the direction of traversal for increasing
τ . The eigenvalues converge onto the positive real axis whenτ reaches some value
τc(D) > τ0j(D). The eigenvalues split, with one tending to0 and the other tending to
ν0 = 5/4 asτ → ∞, whereν0 is the unique positive eigenvalue of the operatorL0.

Two key characteristics shared by Figures 4.2-4.4 are the behaviors ofτ0j andλ0
Ij for small

values ofD. These figures suggest thatτ0j → ∞ asD → 0 independent ofj, while λ0
Ij

approaches a constant value also independent ofj. We now provide a simple analytical expla-

nation for this limiting behavior. We remark that this unbounded behavior ofτ0j asD → 0 is

in marked contrast to the finite limiting behavior as obtained in [58] or [106] for the Gray-Scott

and Gierer-Meinhardt RD models, respectively.

In the limitD → 0, a simple scaling argument shows that|µ| → ∞, whereµ =
√

τλ/D.

We then readily obtain from (4.41a) thatσj → 2 asD → 0 and thatβ0 = O(D−1). Therefore,
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from (4.50), we get the limiting behavior

Cj ∼ C ≡ 1

2

[

1 + αz
√
λ+

αfz
√
λ

1 − f + λ

]

,

z =
√
τD, α =

α2v2
c

3
, j = 0, . . . , N − 1 .

(4.66)

We setλ = iλI , whereλI > 0, and then separate (4.66) into real and imaginary parts to get

C ≡ CR(λI) + iCI(λI) ≡
1

2

[

1 +
αz√

2

√

λIM+

]

+ i
1

2
√

2
αz
√

λIM− ;

M± ≡ 1 − f ± λIf + λ2
I

(1 − f)2 + λ2
I

.

(4.67)

SinceC is independent ofj, it follows that the rootτ = τ0l andλI = λIl to the limiting coupled

systemCR(λI) = FR(λI) andCI(λI) = FI(λI) must be independent ofj.

For this coupled system to possess a root, it is readily seen that we must havez =
√
τD =

O(1) asD → 0, which implies thatτ0l = O(D−1) asD → 0. We use (4.67) to eliminatez

between the coupled systemCR(λI) = FR(λI) andCI(λI) = FI(λI). In this way, we obtain

thatλIl must be a root of

HR(λI) = HI(λI) , (4.68a)

whereHR(λI) andHI(λI) are defined by

HR(λI) =
2FR(λI) − 1

λ2
I + fλI + 1 − f

, HI =
2FI(λI)

λ2
I − fλI + 1 − f

. (4.68b)

Therefore, forD → 0, we conclude thatλIl depends only onf and is independent ofN .

The scalingτ0l = O(D−1) was not observed in the analysis of the Gray-Scott [58] or Gierer-

Meinhardt models [106].
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We now prove the existence of a solutionλIl > 0 to (4.68). We begin by noting that

HR(0) = (1 − f)−1 > 0 and thatHR(λI) has no poles whenλI ≥ 0. Also, becauseFR → 0

asλI → ∞, we find from (4.68b) thatHR ∼ −1/λ2
I < 0 asλI → ∞. To show the existence

of an intersection betweenHR andHI , there are two cases to consider. The first case is when

0 < f < 2(
√

2 − 1) so that the denominator ofHI is always positive. SinceFI(0) = 0 <

FR(0) = 1, andFI(λI) > 0 for λI > 0, then by the properties ofHR there must exist a solution

to (4.68a). When2(
√

2−1) < f < 1,HI(λI) has two poles on the positive real axis atλI = λl,r
I

ordered0 < λl
I < λr

I with λl
I → 0+ asf → 1−. Therefore,HI → +∞ asλI → λl−

I . Because

HR(0) > 0 and is bounded for allλI while HI(0) = 0, there must exist a solution to (4.68a)

on the interval0 < λI < λl
I . This completes the proof of the existence of a rootλIl > 0 under

the scalingτ = O(D−1) asD → 0. While we have not been able to show analytically thatλIl

is unique, we have not observed numerically an example that yields more than one solution to

(4.68a).

In Figure 4.6(a), we show the log-log relationship betweenτ0j and smallD for the examples

shown in Figures 4.2 - 4.4. Note that in each case, all curves corresponding to modesj =

0, . . . , N − 1 are plotted. However, as stated above,τ0j is independent ofj for smallD and

thus the curves are indistinguishable in the plot. In Figure4.6(b), we plot theN curves ofλ0
Ij

as a function off with D small forN = 2, 3, 4. We also plot the solution to (4.68a). Although

for each value ofN we use a different value ofD specified asD = DcN/10, all curves are

indistinguishable at the resolution allowed by the figure. Becauseλl
I → 0+ asf → 1−, we

expect theoretically thatλIl → 0+ in this limit. Numerically, however, the problem (4.68a) for

1−f small becomes ill-conditioned and our numerical solver fails whenf is too close tof = 1.
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Figure 4.6. The log-log relationship betweenτ0j and smallD with parameters from
Figures 4.2 - 4.4 (left) andλ0

Ij versusf with D small forN = 2, 3, 4 (right). In the left
figure, the solid lines are numerically computed solutions of g̃Rj = g̃Ij = 0, while the
dotted lines all have slope−1. The top line corresponds toN = 2, f = 0.5, the center
line toN = 3, f = 0.6, and the bottom line toN = 4 andf = 0.6. The different curves
of each example corresponding to modesj = 0, . . . , N − 1 are indistinguishable. In the
right figure, the curves ofλ0

Ij versusf generated by the solution tõgRj = g̃Ij = 0 are
plotted, as is the solution to (4.68a). These curves are indistinguishable at the resolution
allowed by the figure.

The main limitation of our analysis is that we are unable to determine whether, for each

functiongj, a complex conjugate pair of pure imaginary eigenvalues exists at only one value of

τ0j for all the ranges of the parameters. Our numerical experiments suggest that for0 < τ < τ0j

andD < D0cN , the pattern is stable. This indicates that our computed thresholdsτ0j are the

minimun values ofτ for which an oscillatory instability occurs.

4.2.5. Numerical Validation

Next, we illustrate the theory presented in§4.2.3 and§4.2.4 regarding competition and oscil-

latory instabilities ofN-pulse equilibria. We solve the Brusselator model without boundary
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flux (4.2) numerically using theMATLAB partial differential equations solverpdepe() with

non-uniformly spaced grid points distributed according tothe mapping

y = x+
N−1
∑

i=0

tanh

[

x− xi

2ǫ

]

; −1 −N < y < 1 +N,

wherex is the physical grid. The initial conditions were taken to bea perturbation of the

equilibrium pulse solution of the form

u(x, 0) = u∗e(x)

[

1 + δ
N−1
∑

k=0

dke
−(x−xk)2/(4ǫ2)

]

, v(x, 0) = v∗e(x), (4.69)

whereδ ≪ 1 is taken to be0.002, anddk is the (k + 1)th component of the vectord to be

defined below. Either2000 (ǫ = 0.005) or4000 (ǫ = 0.001) grid points were used to produce the

numerical results below. In (4.69), instead ofue,ve given in (4.24), we use the true equilibrium

u∗e,v
∗
e calculated using smallτ starting from the initial conditionsue,ve. Becauseτ does not

influence the equilibrium solution,u∗e, v
∗
e may be used as valid initial conditions for any value

of τ . We briefly explain the reason for this procedure. With an insufficiently small choice forτ

while starting withue andve as initial conditions, we observe an immediate annihilation of one

or more of the pulses. We conjecture that this is due to the inaccuracy of the asymptotic solution

associated with the non-zero background of the activator, coupled with the sluggish response

of the inhibitor. However, forτ sufficiently small, the inhibitor is able to respond quicklyto

prevent an annihilation, allowing the system to evolve to a pulse equilibrium stateu∗e, v
∗
e .

In (4.69), the choice of the vectord depends on the phenomenon that we illustrate. In

computations illustrating competition instabilities,d is taken to be a multiple ofvN−1, the



186

eigenvector given in (4.41c) associated with the eigenvalue that first crosses into the right-

half plane asD is increased aboveDcN whenτ is sufficiently small. The values ofD in the

experiments illustrating competition instabilities willbe such that only thej = N − 1 mode is

unstable. In computations illustrating oscillatory instabilities, d is taken to be a multiple of the

vector
∑N−1

j=0 vj, with vj given in (4.41c), which allows for all the modes to be presentinitially.

We track the evolution of the modes through the quantitybamp
j , defined as the amplitude of the

oscillations ofbj given by

bj = |∆ut
mvj| , ∆um ≡ (um0 − u∗e(x0, 0) , . . . , umN−1 − u∗e(xN−1, 0))t ;

j = 0, . . . , N − 1 ,

(4.70)

allowing clear identification of which modes grow or decay. Hereumn denotes the numerically

computed solution at thejth equilibrium pulse location defined byumj ≡ u(xj, t) wherexj =

−1+(2j + 1)/N with j = 0, . . . , N−1. In all experiments,d is normalized so thatmaxk dk =

1.

We consider three experiments with two, three, and four pulses. In each experiment,f is

fixed while different combinations ofτ andD are used to illustrate the theory for competition

and oscillatory instabilities. The results are presented using plots of the amplitude of each pulse

umn ≡ u(xn, t) versus time. For certain oscillatory examples, we also plotthe quantitybamp
j

versus time. In our computations, we limit the timescale to much less thanO(ǫ−2) so that the

pulses remain approximately stationary over the time intervals shown.

Experiment 1: In this experiment we consider competition and oscillatoryinstabilities of a

two-pulse equilibrium withf = 0.5. We begin with an example of competition instability. For
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ǫ = 0.005 andD = 0.043, in Figure 4.7(a) we plot the initial conditions foru andv on the left

and right axes, respectively. Note the non-zero backgroundof u. Using the results depicted in

Figure 4.2(a), we calculate thatτ0(D) = 0.165, while using (4.53) we calculateDc2 = 0.0417.

For τ = 0.01 < τ0(D) andD > Dc2, we expect a competition instability in which one pulse is

annihilated with no oscillation in the amplitudes. In Figure 4.7(b), we plot the amplitudesum0

andum1 of the two pulses as a function of time. As suggested by the eigenvectorv1 in (4.41c),

one pulse annihilates as time increases. Note that the pulseamplitude decays to approximately

the value of the non-zero background state.
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Figure 4.7. Experiment 1: The left figure is the initial condition foru (solid curve and
left axis) andv (dashed curve and right axis) forN = 2 with ǫ = 0.005, f = 0.5
andD = 0.043 > Dc2 = 0.0417. The right figure shows the amplitudes of the left
(solid curve) and right (dashed curve) pulses forτ = 0.01 versus time. The right pulse
annihilates as time increases.

We now illustrate oscillatory phenomena. In Figure 4.8(a),we plot the pulse amplitudes

whenD = 0.03 < Dc2 and τ = 0.17 < τ0(D) = τ00 = 0.183. As expected, no pulse

annihilations occur while initial oscillations decay. While the equilibrium is stable to large

eigenvalues for this combination ofD andτ , we calculate from (4.55) thatD > D∗
2 = 0.021.
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Thus, we expect to observe a drift-type instability whent = O(ǫ−2). Next, for the same value of

D, we setτ = 0.191 > τ0(D) so that the synchronous mode undergoes a Hopf bifurcation. The

pulse amplitudes are plotted in Figure 4.8(b). As expected,the pulse amplitudes synchronize

quickly and oscillate with growing amplitude in time. The eventual annihilation of the pulses

suggests that the Hopf bifurcation is subcritical for theseparameter values.
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Figure 4.8. Experiment 1: The left figure is a plot of pulse amplitudes forN = 2,
ǫ = 0.005, f = 0.5, D = 0.03, andτ = 0.17. The critical value ofτ is τ0(D) = 0.183.
The solid curve isum0 and the dashed curve isum1. In the right figure, we make a
similar plot withτ = 0.191 > τ0(D).

In the next example, we takeǫ = 0.001 andD = 0.006. In Figure 4.2(b) we see that for

this value ofD, the asynchronous oscillatory mode is unstable ifτ > τ0(D) = τ01 = 1.065

while the synchronous mode is stable ifτ < τ00 = 1.083. In Figure 4.9(a), we plot the pulse

amplitudes whenτ = 1.04 during the initial growth of the oscillations. Note the clear contrast

between Figure 4.9(a) and Figure 4.8(b) where the pulses oscillate out of phase in the former

and in phase in the latter. In Figure 4.9(b), we show what appears to be regular asynchronous

oscillations, suggesting that the Hopf bifurcation may be supercritical for the parameters used.
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In Figure 4.9(c) we plot the initial growth ofbamp
1 and the initial decay ofbamp

0 , consistent with

predictions from analysis. Both modes are present, with thej = 1 mode being dominant. We

remark that while the numerical threshold inτ is not equal to the theoretical value, we have

observed in numerous experiments that agreement with analysis improves asǫ is decreased.
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Figure 4.9. Experiment 1: In the left figure, we plot pulse amplitudes forthe initial
growth of asynchronous oscillations. In the center figure, we show the large time behav-
ior of what appears to be regular asynchronous oscillations. The solid (dashed) curve is
um0 (um1). In the right figure, we plot the initial growth and decay ofbamp

1 (dashed
curve) andbamp

0 (solid curve). The parameters areN = 2, ǫ = 0.001, f = 0.6,
D = 0.006, andτ = 1.04. The threshold value isτ0(D) = τ01 = 1.065, and cor-
responds to asynchronous oscillations.

Experiment 2: In this experiment, we consider instabilities of a three-pulse solution withf =

0.6. We first consider a competition instability. In Figure 4.10(a), we plot the initial conditions

for u andv for ǫ = 0.005 andD = 0.017 > Dc3 = 0.0148. The initial perturbation, according

to v2 in (4.41c), increases the amplitude of the first and third pulses while decreasing that of the

middle pulse. Forτ = 0.01 < τ0(D) = τ00 = 0.28, we plot the pulse amplitudes versus time in

Figure 4.10(b), observing that the middle pulse annihilates while the other two pulses increase

in amplitude. This increase in amplitude, also observed in Figure 4.7(b) of Experiment 1, is

expected because the common pulse amplitude increases whenthe number of pulses decreases
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(see (4.17) and (4.24a)). For a perturbation in the−v2 direction we observe the annihilation of

the first and third pulses (not shown).
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Figure 4.10. Experiment 2: The left figure is the initial condition foru (solid curve and
left axis) andv (dashed curve and right axis) forN = 3 with ǫ = 0.005, f = 0.6, and
D = 0.017 > Dc3 = 0.0148. In the right figure, we plotum0 andum2 (solid curve) and
um1 (dashed curve) versus time withτ = 0.01. The second pulse annihilates as time
increases.

To illustrate oscillatory behavior, we takeǫ = 0.005 andD = 0.009 so that all real

eigenvalues lie in the left-half plane ifτ is small enough. Using Figure 4.3(a), we calculate

τ0(D) = τ00 = 0.3994. In Figure 4.11(a), we setτ = 0.37 < τ0(D) so that oscillations de-

cay in time. For stability also to small eigenvalues, however, we requireD < D∗
3 = 0.011.

In Figure 4.11(b), we setτ = 0.42 so that the pulse amplitudes quickly synchronize and the

subsequent oscillations grow in time. As in Experiment 1, weobserve the annihilation of the

pulses, suggesting that the Hopf bifurcation is subcritical.

We next decreaseD to D = 0.0034 so that, as suggested by Figure 4.3(b), asynchronous

oscillations are the dominant instability. We calculate that τ0(D) = τ02 = 1.518, τ01 = 1.544,

andτ00 = 1.557. In Figures 4.12(a) and 4.12(b) we plot, respectively, the transient and large



191

0 50 100 150 200 250
0.2362

0.2363

0.2364

0.2365

0.2366

0.2367

0.2368

0.2369

0.237

0.2371

0.2372

t

u
m

(a) τ = 0.37

0 100 200 300 400 500 600 700
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

t

u
m

(b) τ = 0.42

Figure 4.11. Experiment 2: In the left figure, we plotum0 (solid curve),um1 (dashed
curve), andum2 (dotted curve) forN = 3, ǫ = 0.005, f = 0.6, D = 0.009, and
τ = 0.37. The right figure is similar except thatτ is increased toτ = 0.42. The critical
value ofτ is τ0(D) = 0.3994.

time behavior of the pulse amplitudes forǫ = 0.001 andτ = 1.51. In clear contrast to Figure

4.11(b), the pulse amplitudes oscillate out of phase for both small and large time. In Figure

4.12(b), as the form of the eigenvectorv2 in (4.41c) suggests, the first and third pulses oscillate

approximately in phase with each other while out of phase with the second pulse. For large time,

the oscillations occur within an envelope that oscillates slowly in time relative to the oscillations

of the pulse amplitudes. In Figure 4.12(c), we plot the initial growth and decay ofbamp
j for all

three modes. Consistent with the results depicted in Figure4.3(b), thej = 2 mode grows while

the other two modes decay. For large time, all modes are present with the dominant mode being

j = 2.

Experiment 3: In this experiment, we illustrate instabilities of a four-pulse equilibrium with

f = 0.6. In Figure 4.13(a), we plot the initial conditions foru and v with ǫ = 0.005 and

D = 0.0057. We calculate from (4.53) thatDc4 = 0.0055 < D. With τ = 0.01 < τ0(D) =
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Figure 4.12. Experiment 2: In the left and center figures, we plot, respectively, the
transient and large time asynchronous oscillations ofum0 (solid curve),um1 (dashed
curve), andum2 (dotted curve). The first and third pulses oscillate almost in phase for
large time. In the right figure, we plot the initial growth anddecay ofbamp

j for j = 0
(solid curve),j = 1 (dashed curve), andj = 2 (dotted curve). The parameters are
N = 3, ǫ = 0.001, f = 0.6, D = 0.0034, andτ = 1.51. The threshold value is
τ0(D) = τ02 = 1.518.

0.2344, we expect an annihilation of one or more pulses without oscillatory behavior. The

form of v3 in (4.41c) suggests that the second pulse is the first to annihilate while the fourth

pulse decays in amplitude as the other two pulses grow. Once the first annihilation occurs,

the resulting three-pulse pattern is no longer in equilibrium and thus evolves according to the

dynamics derived in [97], and any subsequent annihilations should they occur are beyond the

scope of this analysis. In Figure 4.13(b), we plot the pulse amplitudes up to the time of the

annihilation of the second pulse.

To show oscillatory phenomena, we takeǫ = 0.005 andD = 0.004. Using the data from

Figure 4.4(a), we calculateτ0(D) = τ00 = 0.287. In Figure 4.14(a), we plot the pulse am-

plitudes forτ = 0.27 so that the equilibrium solution is stable to large eigenvalues. Here, we

requireD < D∗
4 = 0.00469 for the equilibrium to also be stable to small eigenvalues. In Figure

4.14(b), we plot the pulse amplitudes forτ = 0.31 so that synchronous oscillations grow in time
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Figure 4.13. Experiment 3: The left figure is the initial condition foru (solid curve and
left axis) andv (dashed curve and right axis) forN = 4 with ǫ = 0.005, f = 0.6,
and D = 0.0057 > Dc4 = 0.0055. In the right figure, we plotum0 (solid curve),
um1 (dashed curve),um2 (dotted curve), andum3 (dash-dotted) curve versus time with
τ = 0.01. The second pulse annihilates as time increases. All complex eigenvalues are
in the stable left-half plane.

until all pulses annihilate. As in Experiment 2, we observe oscillatory behavior subsequent to

annihilation.

Lastly, we illustrate asynchronous oscillations withǫ = 0.001 andD = 0.0015. According

to the data in Figure 4.4(b), we calculate thatτ0(D) = τ03 = 1.084, τ02 = 1.098, τ01 = 1.112,

andτ00 = 1.118. Takingτ = 1.06, we plot the initial growth of asynchronous oscillations in

Figure 4.15(a). The form ofv3 suggests that the first and fourth pulses oscillateπ radians out of

phase as should the second and third pulses, while no pulses oscillate in phase. This is shown

to be approximately the case for large time in Figure 4.15(b). The initial growth and decay of

the quantitiesbamp
j , shown in Figure 4.15(c), demonstrate the reverse orderingprinciple of the

Hopf bifurcation thresholds predicted by the theory. For large time, all modes are present, with

thej = 3 mode being dominant.
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Figure 4.14. Experiment 3: In the left figure, we plotum0 (solid curve),um1 (dashed
curve), andum2 (dotted curve) andum3 (dash-dotted curve) forN = 4, ǫ = 0.005,
f = 0.6, D = 0.004, andτ = 0.27. The right figure is similar exceptτ = 0.31. The
critical value ofτ is τ0(D) ≈ 0.287.
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Figure 4.15. Experiment 3: In the left and center figures, we plot, respectively, the
transient and large time asynchronous oscillations ofum0 (solid curve),um1 (dashed
curve),um2 (dotted curve), andum3 (dash-dotted curve). For large time, the first and
fourth pulses oscillate approximatelyπ radians out of phase, as do the second and third
pulses. In the right figure, we show initial growth and decay of bamp

j for j = 0 (solid
curve),j = 1 (dashed curve),j = 2 (dotted curve), andj = 3 (dash-dotted curve). The
parameters areN = 4, ǫ = 0.001, f = 0.6, D = 0.0015, andτ = 1.06. The critical
value ofτ is τ0(D) = τ03 = 1.084.
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4.3. Stability of Symmetric Two-Pulse Quasi-Equilibria with Boundary Flux

In this section, we analyze dynamically triggered instabilities of symmetric two-pulse quasi-

equilibrium solutions to (4.4). In contrast to the equilibrium case studied in§4.2, for which

initial conditions were either stable or unstable depending on the “tuning” of the model pa-

rameters, dynamically triggered instabilities occur whena pulse pattern, that is initially stable,

eventually undergoes anO(1) timescale instability that is triggered by the slow evolution of the

pulses. To study this phenomenon, we first construct a two-pulse quasi-equilibrium solution

and derive an equation of motion for theO(ǫ2) slow dynamics of the pulse locations. We then

derive an NLEP governing the stability of the quasi-equilibrium solution in terms of the pulse

locations. Then, from an analysis of the NLEP we derive criteria for which a stable solution

may become unstable as a result of the slow dynamics. We then present numerical examples il-

lustrating the theory. Since generalN-pulse quasi-equilibria and their slow dynamics have been

studied in [97] for the original scaling of the Brusselator model, we omit much of the detail in

the construction of the quasi-equilibrium solution.

4.3.1. Construction and Slow Dynamics of the Two-Pulse Quasi-Equilibrium Solution

We seek a symmetric two-pulse quasi-equilibrium solution to (4.4) with pulses centered atx1 =

−x0 = α with 0 < α < 1. Since the pulses have equal amplitude, the leading order solution for

v in the inner region, as in§4.2.1, isv ∼ vcqe, where the constantvcqe is to be found. Then, as

in §4.2.1, we solve (4.4a) foru in the inner region of thejth pulse to get

u ∼ 1

fvcqe
w(yj) , yj = ǫ−1(x− xj) ; j = 0, 1 ,
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wherew(y) is the solution to (4.11). In the outer regionu ∼ ǫE + O(ǫ2). Then, upon repre-

senting the terms involvingu in (4.4b) as delta masses, we proceed as in§4.2.1 and use (4.12)

to obtain that the outer equation forv is

Dvxx + E +
6

fvcqe

(

1 − 1

f

)

[δ(x− x0) + δ(x− x1)] = 0 ,

−1 < x < 1 ; vx(±1) = ±1 .

(4.71)

Integrating (4.71) over the interval−1 < x < 1 and applying the boundary conditions, we

calculate that

vcqe =
6

f(D + E)

[

1

f
− 1

]

> 0 . (4.72)

Note that due to the presence of boundary flux, the pulse amplitudes now depend on the inhibitor

diffusion coefficient.

Using (4.72) forvcqe in (4.71), we letv = x2/2 + ν(x) and solve forν(x) in terms ofG

defined in (4.22) with uniqueness achieved by imposing thatv(x0) = v(x1) = vcqe. In this way,

we obtain the following result for the two-pulse quasi-equilibrium solution foru andv:

Principal Result 4.3.1: Letǫ→ 0 in (4.4)and consider a two-pulse quasi-equilibrium solution

with pulses centered atx1 = −x0 = α with 0 < α < 1. Then, the leading order composite

solution foru is

uqe ∼ ǫE +
1

fvcqe

(

w
[

ǫ−1(x+ α)
]

+ w
[

ǫ−1(x− α)
])

, (4.73a)

while the leading order outer solution forv is given by

vqe ∼ ν̄ +
x2

2
+ (D + E) [G(x;−α) +G(x;α)] , (4.73b)
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whereG is the Green’s function defined in(4.22), vcqe is defined in(4.72), andν̄ is given by

ν̄ ≡ vcqe − (D + E) [G(α,−α) +G(α, α)] − α2

2
. (4.74)

To derive theO(ǫ2) slow dynamics of the pulse locations, we introduce the slow time vari-

ableσ = ǫ2t and retain the next terms in the asymptotic series for the inner solutions ofu andv

nearx1 as

u =
1

fvcqe

w(y1) + ǫU1(y1) , v = vcqe + ǫV1(y1) ;

y1 = ǫ−1 (x− x1(σ)) , σ = ǫ2t .

(4.75)

Substituting (4.75) into (4.4), and collecting terms of similar orders, we obtain that

L0U1 = − ẋ1

fvcqe

w′ − E − w2

fv2
cqe

V1 , −∞ < y1 <∞ , U1 → 0 as |y1| → ∞ ,

(4.76a)

DV ′′
1 = − w

fvcqe
+

w2

f 2vcqe
, −∞ < y1 <∞ , V ′

1 → vqex(x
±
1 ) as y1 → ±∞ ,

(4.76b)

whereẋ1 ≡ dx1/dσ and the operatorL0 is defined in (4.37). The limiting condition in (4.76b)

comes from matching the gradients of the inner and outer solutions of v. In (4.76a),L0 has

a one dimensional kernel with eigenfunctionw′. Thus, the right-hand side of (4.76a) must be

orthogonal tow′, and consequently

− ẋ1

fvcqe

∫ ∞

−∞
(w′)2 dy −E

∫ ∞

−∞
w′ dy − 1

fv2
cqe

∫ ∞

−∞
w′w2V1 dy = 0 .
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Sincew′ is odd andw′w2 = (w3)′/3, we can integrate by parts and usew → 0 as|y| → ∞ to

obtain

ẋ1

∫ ∞

−∞
(w′)2 dy =

1

3vcqe

∫ ∞

−∞
w3V ′

1 dy . (4.77)

Next, we integrate by parts on the right-hand side of (4.77).Using the facts that
∫ y

0
w3(s) ds is

odd and that, by (4.76b),V1 is even, we calculate that

ẋ1

∫ ∞

−∞
(w′)2 dy =

1

6vcqe

∫ ∞

−∞
w3 dy [V ′

1(∞) + V ′
1(−∞)] . (4.78)

Finally, since
R ∞
−∞w3 dy

R ∞
−∞(w′)2 dy

= 6, we can apply the limiting conditions forV1 in (4.76b) to reduce

(4.78) to

ẋ1 = α̇ =
1

vcqe

[

vqex(x
+
1 ) + vqex(x

−
1 )
]

. (4.79)

To calculate the right-hand side of (4.79), we use (4.73b) and (4.22). We summarize the result

as follows:

Principal Result 4.3.2: Consider the quasi-equilibrium solution(4.73) of (4.4) with pulses

centered atx1 = −x0 = α for 0 < α < 1. Then, forǫ → 0, the pulses drift with speedO(ǫ2)

according to the ODE

dα

dt
∼ ǫ2H(α) ; H(α) ≡ 1

vcqe

[

1 +
E

D
− 2αE

D

]

, (4.80)

wherevcqe is defined in(4.72). The equilibrium locations of the pulses are at±αe where

H(αe) = 0, which yields

αe =
1

2
+

D

2E
. (4.81)
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Due to the imposed boundary flux, these equilibrium locations are not at the symmetry locations

±1/2 of the no boundary flux system studied previously in§4.2. From (4.81), we observe that

for the equilibrium locations to be inside the domain, we must have thatD/E < 1. Since

H′(αe) < 0, the equilibrium points of the ODE are always stable. Note that (4.80)predicts

an exponential approach to the equilibrium. In [78], it was shown that the approach under the

influence of subdiffusion is algebraic in time.

We limit our study to the parameter range where the inequality D/E < 1 is satisfied. We

note that the equilibrium is stable under the dynamics (4.80), which was derived under the

assumption thatx0 = −x1. That is, the equilibrium (4.81) is stable only to perturbations that

preserve this symmetry. For the equilibrium to be stable to any perturbation, including to those

that break the symmetry, the parametersD,E andf must satisfy the condition (cf. [97])

1 − f

Ef 2
<

1

24

E

D

[

1 +
D

E

]3

. (4.82)

The criterion (4.82), as derived in [97], is the condition that must be satisfied for a two-pulse

symmetric equilibrium solution to be stable to eigenvaluesof O(ǫ2). The stability with respect

to the large eigenvalues withλ = O(1) asǫ→ 0 is considered below.

4.3.2. Derivation of the NLEP

In this subsection, we derive the NLEP governing the stability of quasi-equilibrium solutions

on anO(1) timescale. Since this NLEP has the same form as in (4.47), differing only in the

coefficient of the nonlocal term, we focus mainly on the derivation of the new coefficient. In

§4.3.3, we calculate a valueαc such that the quasi-equilibrium solution is unstable to a compe-

tition instability whenα < αc. Thus, a competition instability is dynamically triggeredif the
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conditionαe < αc < α(0) < 1 holds. For then,α(t) will dip below αc on its approach to its

equilibrium stateαe. In §4.3.4, we calculate the Hopf bifurcation thresholds as a function of

α, analogous to those calculated in§4.2.4, and we find that dynamically triggered oscillatory

instabilities can also occur.

We linearize about the quasi-equilibrium solution by writing u = uqe + eλtΦ and v =

vqe + eλtΨ. Substituting this into (4.4), we then follow the same procedure as used in (4.26)–

(4.47). Aside from replacingβ0 = 6(f 2v2
cD)−1 by β = 6(f 2v2

cqeD)−1 in (4.39), the only

difference lies in the matrixG(µ) due to the pulses not being located atx = ±1/2. That is,

instead of the matrixG(µ), we now have the matrix

G(µ)
α ≡







G(µ)(−α,−α) G(µ)(−α, α)

G(µ)(α,−α) G(µ)(α, α)






, (4.83)

whereG(µ) satisfies (4.32). Notice that sincex1 = −x0, thenG(µ)
α is a symmetric matrix with

constant row sum. Thus, the eigenvectors are in the directions(1, 1)t and(1,−1)t. To calculate

the eigenvalues ofG(µ)
α , we proceed as in [94] and writeG(µ)

α = B−1
α /µ, whereBα is given in

Section 2 of [94] as

Bα ≡







dα fα

fα dα






; dα ≡ coth(2µα) + tanh [µ(1 − α)] ,

fα ≡ − csch(2µα) .

(4.84)
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Hereµ is defined in (4.30). The eigenvaluesσ(α)
0 andσ(α)

1 of Bα and the corresponding eigen-

vectorsv0 andv1 are

σ
(α)
0 = tanh(µα) + tanh [µ(1 − α)] ; vt

0 = (1, 1),

σ
(α)
1 = coth(µα) + tanh [µ(1 − α)] ; vt

1 = (1,−1) .

(4.85)

The eigenvaluesκj of the matrixG(µ)
α are then given byκj = 1/(µσ

(α)
j ), for j = 0, 1. In terms

of σ(α)
j , we obtain the following NLEP:

Principal Result 4.3.3: Let ǫ → 0 and consider the two-pulse symmetric quasi-equilibrium

solution as given in(4.73). The stability of this quasi-equilibrium solution toO(1) timescale

instabilities is determined by the spectrum of the NLEP in(4.47), whereχj is replaced byχ(α)
j ,

defined as

χ
(α)
j =

2

1 + µσ
(α)
j /β



1 +
fµσ

(α)
j

fβ − (1 + λ)
(

β + µσ
(α)
j

)



 , j = 0, 1 ;

β ≡ (D + E)2f 2

6D (1 − f)2
.

(4.86)

The discrete eigenvalues of(4.47a)are the roots of the transcendental equationsg
(α)
j (λ) = 0,

where

g
(α)
j (λ) ≡ C

(α)
j (λ) − F (λ) , C

(α)
j (λ) ≡ 1

χ
(α)
j (λ)

. (4.87)

HereF (λ) is defined in(4.48), andC(α)
j (λ) is given by

C
(α)
j (λ) =

1

2

[

1 + ξj +
fξj

1 + λ− f

]

, ξj ≡
µσ

(α)
j

β
. (4.88)
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4.3.3. Dynamically Triggered Competition Instabilities

Next, we look for roots to (4.87) on the positive real axis. The analysis here is similar to that in

§4.2.3. We first consider the case whereτ = 0. To find real positive roots ofg(α)
j (λ) asτ → 0,

we letµ → 0 in (4.85) to obtain thatξ0 → 0 andξ1 → (αβ)−1 asτ → 0. Then, from (4.87)

and (4.88), we have thatC(α)
0 = 1/2 < 1, so that the synchronous mode(1, 1)t mode is always

stable whenτ = 0. Here we have used the properties (4.49) forF (λ). Alternatively, when

τ = 0, we have from (4.88) that

C
(α)
1 (λ) =

1

2

[

1 + ξ1 +
fξ1

1 + λ− f

]

, ξ1 ≡ 1/(αβ) . (4.89)

SinceC(α)
1 (λ) is a positive decreasing function ofλ while F (λ) has the properties in (4.49),

theng(α)
1 has a unique positive real root ifC(α)

1 (0) > 1 and no roots ifC(α)
1 (0) < 1. A winding

number argument similar to that used in§4.2.3 can be used to show that no other roots exist in

the right-half plane. This leads to the following stabilitycriteria:

Principal Result 4.3.4: For τ = 0, consider the quasi-equilibrium solution(4.73)to (4.4)with

pulses centered atx = ±α for 0 < α < 1. The solution is stable on anO(1) timescale if and

only if

α > αc ; αc ≡
6D(1 − f)

(D + E)2f 2
. (4.90)

If the inequality in(4.90)is reversed, the quasi-equilibrium profile is unstable to one real posi-

tive eigenvalue corresponding to the(1,−1)t mode, which conserves the sum of the amplitudes

of the pulses. Note that ifD ≪ 1 butD ≫ O(ǫ2), we have thatαc ∼ 6D(1 − f)/(E2f 2) ≪ 1

so that the region of stability spans almost the entire range0 < α < 1. Also, from(4.90), we

see thatαc ∼ O(D−1) asD → ∞.
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As discussed earlier, a two-pulse quasi-equilibrium solution can undergo a dynamic compe-

tition instability wheneverαe < αc < 1. By using the expression forαe in (4.81), we have the

following result:

Principal Result 4.3.5: The quasi-equilibrium solution in(4.73)with a rightmost initial pulse

locationα(0) satisfyingα(0) > αc will undergo a dynamic competition instability at some time

t > 0 whenαe < αc < 1. These inequalities hold when

1

12

E

D

[

1 +
D

E

]3

<
1 − f

Ef 2
<

1

6

E

D

[

1 +
D

E

]2

. (4.91)

The region described by (4.91) is plotted in Figure 4.16. Above the dotted curve a competi-

tion instability occurs starting att = 0 for anyα(0), while below the solid curve the two-pulse

quasi-equilibrium solution is stable to the large eigenvalues and there is no competition insta-

bility for any α(0) with α(0) > αe.

0 0.2 0.4 0.6 0.8 1
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f
)/

(E
f

2
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Figure 4.16. The region between the two curves is the parameter space in which a
dynamic competition instability is possible for a two-pulse pattern with initial stateα(0)
with αe < α(0) < 1. The horizontal axis is on the range0 < D/E < 1 for which a
two-pulse equilibrium solution exists.
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By comparing the lower bound of (4.91) with (4.82), we conclude that forτ = 0 the two-

pulse equilibrium solution is stable if and only if it is stable to the small eigenvalues in the limit

τ → 0. The result is written as:

Principal Result 4.3.6: The equilibrium solution in(4.73)with α = αe is stable with respect

to the large eigenvalues but unstable with respect to the small eigenvalues when

1

24

E

D

[

1 +
D

E

]3

<
1 − f

Ef 2
<

1

12

E

D

[

1 +
D

E

]3

. (4.92)

It is stable with respect to the small eigenvalues when(4.82)holds.

For the caseτ > 0, it is difficult, owing to the non-monotonicity of the curvesC(α)
j (λ), to

obtain explicit results that count the number of positive real eigenvalues in the right half-plane.

However, the following (less precise) results are readily proved.

Principal Result 4.3.7: Suppose thatτ ≥ 0 and that0 < α < αc. Then, the NLEP in Principal

Result 3.3 admits at least one real positive eigenvalue. Hence, the quasi-equilibrium pattern in

unstable. Alternatively, suppose thatαc < α < 1. Then, forτ > 0 sufficiently large, the NLEP

in Principal Result 3.3 admits four real positive eigenvalues.

To prove the first statement, we note thatC
(α)
1 (0) > 1 whenα < αc. Therefore, the curves

C
(α)
1 (λ) andF (λ) must have at least one intersection inλ > 0 whenτ ≥ 0. To prove the second

statement we notice thatC(α)
j (0) < 1 whenα > αc for j = 0, 1 and thatC(α)

j (λ) = O
(√

τλ
)

for λ > 0 when τ ≫ 1. It follows from the concavity ofC(α)
j (λ) in the largeτ limit and

the convexity ofF (λ) (see properties (4.49)) that for bothj = 0 and j = 1, there are two

intersection points ofC(α)
j (λ) = F (λ) on0 < λ < 5/4.
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4.3.4. Dynamically Triggered Oscillatory Instabilities

For the parameter rangeαc < α < 1, we calculate the thresholdτ0 for which the NLEP has a

complex conjugate pair of eigenvalues on the imaginary axis. More specifically, we calculate the

valuesτ = τ0j(α) such thatg(α)
j = 0 has a pair of complex conjugate solutionsλ = ±iλ0

Ij(α)

on the imaginary axis. The quantity

τ0(α) = min(τ00, τ01) , (4.93)

is then defined to be the Hopf instability threshold. As in§4.2.4, either thej = 0 mode, which

corresponds to synchronous oscillations, or thej = 1 mode, which corresponds to asynchronous

oscillations, can be the dominant instability, depending on the value ofα. In contrast, for the

GM and GS models studied in [94] the synchronous mode was always the dominant instability.

Using the numerical procedure used to produce the Hopf bifurcation curves of§4.2.4, we solve

g
(α)
j (iλI) = 0 to obtain curvesτ0j(α) andλ0

Ij(α).

Treatingα as the independent variable, we fixD andE and generate Hopf curves for values

of f in the intervalfc < f ≤ 0.9, whereαc = 1 whenf = fc. In Figure 4.16, this corresponds

to a vertical traversal from the dotted curve down toward theD/E-axis. Results are presented

on a semi-log plot for three ratios ofD/E. In Figures 4.17(a) - 4.17(c), we takeE = 1 and

D = 0.2, 0.4 and0.6. Similar plots were made (not shown) for the same ratios ofD/E but

withD = 1 andE = 5, 2.5, 1.67, yielding qualitatively similar plots. For values ofα where the

curves are solid, the synchronous mode is the dominant instability (τ0 ≡ τ00), whereas for the

portions of the curves where they are dashed, the asynchronous mode is dominant (τ0 ≡ τ01).

The curves are ordered such that for a givenα, τ0(α) increases with increasingf . We end the
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plot for α < αc, that is, values ofα for which theτ01 curve does not exist; the corresponding

complex conjugate imaginary eigenvalues approach the origin asα → α+
c the same way that

λ0
I1 → 0 asD → D−

c2 as discussed in§4.2.4. The equilibrium locationαe is denoted by a dot;

in the absence of a dot, the conditionαe < αc is satisfied and a dynamic competition instability

is possible. In Figure 4.17(a),τ00 andτ01 are almost equal forα sufficiently near unity, and the

breaks in the curves appear to be due to differences in decimal places beyond the precision of

the solver.
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Figure 4.17. Plot of τ0 versusα for variousf with E = 1 andD = 0.2 (left), D = 0.4
(center) andD = 0.6 (right). The extent of the curves inα increases inf , as does the
value ofτ0 for any givenα. For α where the curves are solid (dashed), the dominant
instability is the synchronous (asynchronous) mode. The dot denotes the equilibrium
locationαe; for curves without a dot, a dynamic competition instability is possible. The
values off are as follows: left figure:f = 0.6181, 0.6494, 0.6808, 0.7121, 0.7434,
0.7747, 0.8060, 0.8374, 0.8687, 0.9000; center figure:f = 0.6772, 0.7019, 0.7267,
0.7514, 0.7762, 0.8010, 0.8257, 0.8505, 0.8752, 0.9000; right figure: f = 0.6980,
0.7204, 0.7429, 0.7653, 0.7878, 0.8102, 0.8327, 0.8551, 0.8776, 0.9000.

For a givenα, the quasi-equilibrium is stable (unstable) whenτ is below (above) the curve.

Thus, because the pulse motion from (4.80) is directed monotonically towards the equilibrium

location, dynamic oscillatory instabilities are only possible when either the slope ofτ0 is neg-

ative whenα < αe or positive whenα > αe. From Figures 4.17(a) - 4.17(c), we see that

for f nearfc, the only possibility for a dynamic oscillatory instability is when the initial pulse
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locations satisfyα(0) > αe andτ satisfiesτ0(αe) < τ < τ0(α(0)) (or τ0(αc) < τ < τ0(α(0)) if

αe < αc), leading to the triggering of synchronous pulse oscillations at somet > 0 asα→ α+
e .

For largerf , a similar scenario is possible for asynchronous oscillations. For still largerf , syn-

chronous oscillations may be triggered when the initial pulse location satisfiesα(0) < αe. This

may occur after passage through a region of instability to asynchronous oscillations. In the next

section, we illustrate these scenarios by numerically solving the full PDE system (4.4).

4.3.5. Numerical Validation

We now illustrate five different scenarios involving pulse dynamics with parameters used to

generate curves in Figure 4.17(a). For clarity, we reproduce the curves in Figure 4.18 on which

we qualitatively annotate the dynamics ofα(t) for each run. Below, we present the results of

each run by plotting the pulse amplitudesum and pulse locationsxj versus time, produced by

solving (4.4) with4000 grid points usingMATLAB’s pdepe() solver. In all runs, we took

ǫ = 0.005, D = 0.2 andE = 1, with f and τ being varied between the runs. The initial

conditions are treated in the same way as described in§4.2.5, where the quasi-equilibrium

solution in (4.73) is taken as the initial conditions, and a small value ofτ is used to solve

forward in time until a true quasi-equilibrium solution is reached. While the time required for

the initiation process is small compared toǫ−2, the pulses still drift during this time. As such,

appropriate compensations were made in the initial conditions so that the pulse locations were

in their desired locations at the end of the initiation. All values for the initial pulse locations

α(0) quoted below refer to their locations at the end of the initiation.

In Run 1, we takeα(0) = 0.85, f = 0.6494, andτ = 1.05 < τ0(α(0)) so that the quasi-

equilibrium is initially stable att = 0. However, as indicated in Figure 4.18, our theory predicts
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Figure 4.18. Hopf stability curves for (bottom to top)f = 0.6494, 0.7121, and0.806.
The arrows indicate the evolution ofα(t), while the height of the arrows is only indica-
tive of the value ofτ used in the runs. Runs 1 and 2 are associated with the lowest
curve, Run 3 with the middle curve, and Runs 4 and 5 with the topcurve. Solid curves
indicate thatτ0 ≡ τ00 (synchronous mode) while dashed curves indicate thatτ0 ≡ τ01

(asynchronous mode). The curves are cut off on the left atα = αc. The equilibrium
point αe = 0.6 is indicated by a dot when the conditionαe > αc is satisfied.

that a dynamic synchronous oscillatory instability is triggered at somet > 0 whenα decreases

below the synchronous stability threshold indicated by thesolid curve in this figure. That is, for

some timet > 0, the conditionτ > τ0(α(t)) is satisfied, at which time the solution becomes un-

stable to synchronous oscillations. In Figure 4.19(a) we show the amplitudes of the two pulses,

which are indistinguishable, after the onset of the synchronous Hopf instability. The pulses

annihilate beforeα reachesαc, implying that the annihilation was not due to a competitionin-

stability. In Figure 4.19(b), we show a favorable comparison between the slow time evolution

of the location of the pulses and the dynamics in (4.80) before the time of annihilation.

With the initial conditions and the other parameters unchanged, for Run 2 we decreaseτ to

τ = 0.8 so that the Hopf stability threshold is not crossed at any point in the dynamics. However,

becauseαe < αc, a competition instability occurs asα(t) decreases belowαc. This scenario is
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Figure 4.19. Run 1: Dynamic synchronous oscillatory instability forǫ = 0.005, D =
0.2, E = 1, f = 0.6494, τ = 1.05, andα(0) = 0.85. In the left figure, synchronous
oscillations of the pulse amplitudes grow in time at the onset of instability and annihilate
at some later time. In the right figure, we show a comparison between the evolution of
the pulse locations and the dynamics (4.80). They are indistinguishable in this plot.

illustrated in Figure 4.18. In Figure 4.20(a), we show the annihilation of one of the pulses after

the thresholdα(t) < αc is crossed. In Figure 4.20(b), we show a favorable comparison between

the numerical pulse dynamics and that predicted by (4.80) upto the time of the annihilation of

the right pulse. After the annihilation, the remaining pulse evolves according to the one-pulse

dynamical result of [97].

In Run 3, we keepτ unchanged but increasef to f = 0.7121 so thatαc < αe andτ remains

belowτ0(α) for all values ofα in the interval(αe, α(0)). Thus, no dynamic instabilities occur,

and the pulses evolve monotonically to their equilibrium locations atαe = 0.6. The motion of

the pulses, along with the dynamics (4.80), are shown in Figure 4.20(c).

In Run 4, we takeα(0) = 0.91, f = 0.806, andτ = 15 < τ0(α(0)). This run is similar

to Run 1 except that a dynamic asynchronous instability is triggered instead of a synchronous

instability. This scenario is shown in Figure 4.18; for somet > 0,α(t) will satisfy τ > τ0(α(t)),
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Figure 4.20. Runs 2 and 3: The left and center figures (Run 2) are plots of thepulse
amplitudes and locations versus time in the case of a dynamiccompetition instability for
ǫ = 0.005, D = 0.2, E = 1, f = 0.6494, τ = 0.8, andα(0) = 0.85. In the right figure
(Run 3),f is increased tof = 0.7172 so that no instabilities are triggered and the pulses
approach the equilibrium locationαe = 0.6.

initiating an asynchronous instability. For this run, we perturbed the initial condition as in

(4.69), whered0 = 1 andd1 = −1 in accordance with the eigenvector associated with the

asynchronous mode. While the perturbation initially decayed and appeared to be unnoticeable

by the time the pulses approached the asynchronous instability threshold, enough of the initial

perturbation remained to trigger the asynchronous instability. Without the initial perturbation,

a synchronous instability developed due to the nearby synchronous instability threshold (not

shown in Figure 4.18).

In Run 5, we keep the parameters as in Run 4, except we setα(0) = 0.28 andτ = 6.6 so

thatτ > τ0(α(0)) = τ01. Thus, the solution starts above the asynchronous stability threshold

but gains stability asα(t) increases towardsαe. However, before reachingαe, a loss of stability

to synchronous oscillations occurs before stability is regained afterα(t) drifts across the zone of

synchronous instability. The evolution through the zones of stability and instability is depicted

in Figure 4.18. In Figures 4.22(a) and 4.22(b), we show the pulse amplitudes and locations

versus time for the entire duration of the dynamics. Note that the pulses evolve according to
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Figure 4.21. Run 4: Dynamic asynchronous oscillatory instability forǫ = 0.005, D =
0.2, E = 1, f = 0.806, τ = 15, andα(0) = 0.91. In the left figure, asynchronous
oscillations of the left (solid) and right (dashed) pulse amplitudes grow in time at the
onset of instability and annihilate at some later time. In the right figure, we show a
comparison between the evolution of the pulse locations andthe dynamics (4.80) up to
the time of annihilation.

(4.80) even whenα(t) is in an unstable region. Figure 4.22(a) shows the triggering of two dis-

tinct types of instabilities, each of which are eventually extinguished as time increases. The first

of these instabilities, as previously mentioned, is to the asynchronous mode and is magnified

in Figure 4.22(c). The initial conditions were perturbed inthe same way as in Run 4. After

an initial growth in the amplitude of asynchronous oscillations, the pulse amplitudes approach

their quasi-equilibrium value as they move into the zone of stability. At a later time, shown in

Figure 4.22(d), the pulses move into a zone of synchronous instability where the amplitude of

synchronous oscillations grow. These oscillations decay as the pulses move out of the unstable

region and towards their equilibrium locations. Note that frequency of synchronous oscillations

is approximately four times that of the asynchronous oscillations, which is consistent with our

calculations (not shown). In other experiments, it was observed that starting too far above the
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asynchronous stability curve led to an annihilation of one of the pulses. Further, the move-

ment of the pulses through a zone of instability without annihilating may be facilitated byǫ

sufficiently large; for smallǫ where the times spent in unstable regions are significantly longer,

annihilation events may occur.

Finally, we note that all of these experiments involve onlyO(1) instabilites. For numerical

computations involving instabilities toO(ǫ2) eigenvalues, see [97].
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Figure 4.22. Run 5: Synchronous and asynchronous instabilities forǫ = 0.005, D =
0.2, E = 1, f = 0.806, τ = 6.6, andα(0) = 0.28. The top left figure shows the pulse
amplitudes as the pulses move through zones of stability andinstability and eventually to
their equilibrium locations (top right). The first instability is to the asynchronous mode
(bottom left) and the second instability is to the synchronous mode (bottom right). In
the bottom left figure, the solid (dashed) curve is the amplitude of the left (right) pulse.
In the bottom right figure, the pulse amplitudes are indistinguishable.

4.4. Discussion

We have analyzed the stability of localized pulse patterns for two closely related singularly

perturbed RD systems with Brusselator kinetics. The derivation of the NLEP for the Brusselator
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is more intricate than in previous stability analyses of pulse patterns for the GM and GS models

[58,102,106], owing to the non-trivial background state for the activator and the existence of

two nonlocal terms arising from theO(ǫ−1) coefficient in (4.2b) and (4.4b). A combination of

rigorous and numerical analysis was used to obtain stability thresholds from this NLEP, and the

results have been confirmed with full numerical simulationsof the PDE systems. For (4.4), an

NLEP stability theory is applied to a quasi-steady two-pulse evolution, and our results show the

existence of dynamically triggered instabilities depending on the parameter regime.

For both Brusselator models (4.4) and (4.2), our NLEP stability results show that asτ in-

creases above a threshold, a Hopf bifurcation triggers either a synchronous or an asynchronous

oscillation in the pulse amplitudes. The nature of the oscillation depends on the parameter val-

ues off andD, and for (4.4), also on the inter-pulse distance. Our full numerical simulations

of the PDE systems confirm the two modes of oscillation. Furthermore, our numerical results

suggest that the synchronous instability, which leads to the annihilation of pulses, is subcritical,

while the asynchronous instability is supercritical. The existence of robust asynchronous pulse

amplitude oscillations observed in our analysis of the Brusselator model has not been reported

in NLEP stability studies of other RD (cf. [58,106]).

A key open problem, suggested by our results, is to perform a weakly nonlinear theory on

the Brusselator model, and on related RD systems with pulse solutions, to analyze whether

pulse amplitude oscillations are sub- or super-critical.

Another interesting open problem is to try to extend the pulse-splitting analysis of [30,59,

72] to analyze a similar pulse-splitting phenomena for the Brusselator model (4.2) that occurs

in the regime whef approaches unity. Starting from a one-pulse quasi-equilibrium state, in

Fig. 4.23 we show numerical results computed from (4.2) for the paramater setǫ = 0.01,A = 0,
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Figure 4.23. Self-replication of a pulse for (4.2) withǫ = 0.01, A = 0, D = 0.02,
f = 0.95, andτ = 0.001. The solid curve isu while the dotted curve isv.

D = 0.02, f = 0.95, andτ = 0.001. Such a pulse-splitting behavior has not been reported

previously for the Brusselator model.

One may also analyze (4.2) in a two dimensional spatial domain, where localized spot pat-

terns undergo either self-replication, competition, or oscillatory, instabilities depending on the

parameter regime. The determination of phase diagrams in parameter space for these instabili-

ties is critical for characterizing dynamic bifurcations of localized spot patterns. Finally, it may

be interesting to apply the techniques of Chapters 3 and 4 to the models of follicle formation

in the skin developed in [20, 70]. A reaction-diffusion system was used to model the epider-

mis, while a mechanochemical system was used to model the dermis. Small amplitude spatially
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periodic solutions of one system was taken a source for the other through a simple coupling

term. A large amplitude study may be possible with a singularly perturbed reaction-diffusion

system in which a bulk feed of the inhibitor is supplied by themechanochemical system. The

spatially varying inhibitor feed may result in pinning of pulses in the reaction-diffusion system

away from their usual equilibrium locations.
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APPENDIX A

Coefficients of Amplitude Equations near the C2THP

The coefficients of the amplitude equations in (2.2) are as follows:
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1 + E2−94E4+58E2
√

1 + E2−58E2−8+8
√

1 + E2

]

,

κr =
E2 + 1 −

√
1 + E2

E2
,

κi =

√
1 + E2 − 1

E
.
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APPENDIX B

Scaling Analysis of the Brusselator Model

In this appendix we outline the scaling analysis of [97] for the existence of pulses to (3.2).

For ǫ0 → 0, U has an inner scaleUinn near a pulse and an outer scaleUout away from a pulse.

In contrast,V has only one scale across the interval, which is induced by the boundary feed so

thatV = O(A0). In order to obtain a homoclinic solution characterizing the pulse profile, we

require in the inner region near a pulse thatU2
innV ∼ Uinn. Therefore,Uinn = O

(

A−1
0

)

.

Next, sinceU is localized, we require from (3.2b) thatDVxx ∼
∫ 1

−1
V U2 dx. Since the

integrand has anO(ǫ0) support near a pulse, this yields thatA0 ∼ ǫ0/A0, which implies that

A0 = O(ǫ
1/2
0 ). Consequently, we conclude thatUinn = O(ǫ

−1/2
0 ) andVinn = O(ǫ

1/2
0 ). Finally,

from (3.2b) we must balance the scales ofDVxx andBU across−1 < x < 1, which yields that

Uout = O(ǫ
1/2
0 ), and consequentlyE0 = O(ǫ

1/2
0 ) from (3.2a).

Therefore, we will consider (3.2) in the parameter regime whereA0 = ǫ
1/2
0 A0 andE0 =

ǫ
1/2
0 E0 for some non-negativeO(1) constantsA0 andE0. We also give an alternate scaling for

theA0 = 0 case.

First, we introduce the rescaledO(1) variablesu andv and the new temporal variableσ,

defined by

U = ǫ
−1/2
0 ucu , V = ǫ

1/2
0 vcv , t = Tσ .
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From (3.2), we then obtain the system

1

T (B0 + 1)
uσ =

(

ǫ0√
B0 + 1

)2

uxx +
ǫ0E0

uc(B0 + 1)
− u+

ucvc

B0 + 1
vu2 , (B.1a)

√
B0 + 1

u2
cT

vσ =
D0

√
B0 + 1

u2
c

vxx +

√
B0 + 1

ǫ0

(

B0

ucvc
u− vu2

)

. (B.1b)

ChoosingT = 1/(B0 + 1) anducvc = B0 in (B.1), and defining the new parametersǫ, D, E,

f , andτ as

ǫ ≡ ǫ0√
B0 + 1

, D ≡ D0

√
B0 + 1

u2
c

,

E ≡ E0

uc

√
B0 + 1

, f ≡ B0

B0 + 1
, τ ≡ (B0 + 1)3/2

u2
c

,

(B.2)

we obtain the system

uσ = ǫ2uxx + ǫE − u+ fvu2 , −1 < x < 1 , ux(±1, σ) = 0 , (B.3a)

τvσ = Dvxx +
1

ǫ

(

u− vu2
)

, −1 < x < 1 , vx(±1, σ) = ±A0/vc , (B.3b)

valid for A0 ≥ 0. If A0 > 0, we choosevc = A0 so thatuc = B0/A0. Replacing the time

variableσ with t in (B.3), the Brusselator model with asymptotically small boundary feed of

the inhibitor is written in the form (4.4) whereσ is replaced byt, andǫ, f , E, D andτ are

defined in terms of the original variables by (4.5).

Alternatively, ifA0 = 0, we may chooseuc = E0/
√
B0 + 1 so thatvc = B0

√
B0 + 1/E0,

resulting in the parameterE in (B.2) and (B.3) being unity. In this case, the Brusselatormodel

with no flux boundary conditions is (4.2) whereǫ, f ,D, andτ are as defined in (4.3).
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APPENDIX C

Exponentially Slow Evolution of a Single Pulse WhenE = 0 andA > 0

In §3.3, the analysis predicted that for the single-pulse case with E = 0 andA > 0, the

pulse would remain stationary for all time regardless of itsposition in the domain. However,

as we will show below, the single-pulse solution is in fact only metastable; the eigenvalue

problem linearized around this solution admits an eigenvalue that is exponentially small but

positive. We further find that the exponentially small eigenvalue is the principle eigenvalue,

that is, the eigenvalue with the largest real part. Following closely the analysis of [45] for a

particular limit of the Gierer-Meinhardt model, we begin byfirst casting (3.3) in the form of a

nonlocal reaction-diffusion system and linearizing around the quasi-equilibrium solution. We

then analyze the resulting nonlocal eigenvalue problem andderive an asymptotic expression for

the exponentially small (positive) eigenvalue. Numericalmethods will be used to confirm the

analysis as well as to show that no other eigenvalues have positive real parts. Finally, we derive

an ODE for the exponentially slow dynamics of the center of the pulse, which we confirm by

numerically solving (3.3). Because the following analysisand arguments are similar to those

in [45], we omit much of the detail.

For the purpose of the following analysis, it is convenient to consider a re-scaled form of

(3.3). We introduce the new variables and parameters

u = ǫ−1/2B

A
U , v = ǫ1/2AV , t =

1

B + 1
τ , ǫ =

√
B + 1ǫ0 ,
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resulting in

Uτ = ǫ20Uxx + ǫ0E0 − U + fV U2 , Ux(±1, τ) = 0 , (C.1a)

σVτ = DVxx +
1

ǫ0
(U − V U2) , Vx(±1, τ) = ±1 , (C.1b)

where

f =
B

B + 1
, E0 =

EA

B
√
B + 1

, D = D
√
B + 1

A2

B2
, (B + 1)3/2A

2

B2
.

We will consider the case whereE0 = 0 in (C.1a).

We assume as before thatU has a localized solution of widthO(ǫ0) whileV to leading order

is equal to the constant̄V in the inner region and varies on anO(1) length-scale in the outer

region. Then in the outer region, treating functions ofU as multiples of delta functions, (C.1b)

must satisfy the Fredholm condition

V̄ =
2Dǫ0 +

∫ 1

−1
U(x) dx

∫ 1

−1
U2(x) dx

.

Then solving for the leading order solution ofV in the outer region and matching it to the

constant leading order inner solution, we write (C.1) as a nonlocal reaction-diffusion system

Uτ = ǫ20Uxx − U + fV U2 , Ux(±1, τ) = 0 , (C.2a)

V = |x− x0| +
2Dǫ0 +

∫ 1

−1
U(x) dx

∫ 1

−1
U2(x) dx

, (C.2b)

where we have setE0 = 0. The leading order quasi-equilibrium solution is then
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UE(x; x0) =
1

fV0
uc

(

x− x0

ǫ

)

; uc(y) ≡
3

2
sech2

(y

2

)

, (C.3a)

VE(x; x0) = |x− x0| + V0 ; V0 ≡
3(1 − f)

Df 2
, (C.3b)

wherex0 is the center of the pulse.

To derive the eigenvalue problem, we linearize (C.2) aroundUE andVE by introducing

perturbationsφ andη according to

U = UE(x; x0) + eλtφ(x) , (C.4a)

V = VE(x; x0) + eλtη , (C.4b)

whereη is a constant. Substituting (C.4) into (C.2a), we obtain thefollowing nonlocal eigen-

value problem

Lǫ0 ≡ ǫ20φxx + (−1 + 2uc)φ+

1

6ǫ0
u2

c

∫ 1

−1

[

f − 2uc

(

x− x0

ǫ0

)]

φ(x) dx = λφ , φx(±1) = 0 , (C.5)

where we have used (C.4) in (C.2b) to computeη in terms ofφ. Eqn. (C.5) may also be obtained

by substituting (C.4) into (C.1), whereη would then be computed in terms ofφ by applying the

Fredholm alternative to the linearized equation forη. We note that (C.5) is similar to the NLEP

considered in [45], differing only in the nonlocal term.

If (C.5) was posed on an infinite domain,φ = u′c would be an eigenfunction corresponding

to λ = 0. This is the translation mode. On a finite domain,u′c fails to satisfy the equation
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and boundary conditions by exponentially small terms asǫ0 → 0. Thus, we expect thatLǫ0

has an exponentially small eigenvalue and also thatφ1 is exponentially close tou′c. In order

for the single-pulse solution to be metastable, however, werequire that all other eigenvalues

have negative real parts. This is where the nonlocal term of (C.5) becomes important; as ar-

gued in [45] (and references therein), (C.5) without the nonlocal termhas anO(1) positive real

eigenvalue that is exponentially close to5/4. This was confirmed numerically by discretizing

the local part ofLǫ0 using the second order difference approximation of the second derivative

with grid spacing∆x and computing the eigenvalues of the resulting matrixA∆x. To add the

contribution of the nonlocal part ofLǫ0, we used the trapezoidal rule also with grid spacing

∆x to approximate the integral term, constructing the matrixB∆x. Computing the eigenvalues

of A∆x + B∆x ≡ C∆x, we found that, aside from the expected small (positive) eigenvalue, all

eigenvalues had negative real parts, regardless of the value of f between0 and1. Thus, the

small eigenvalue is the principle eigenvalue of (C.5).

The analysis required to estimate the exponentially small eigenvalueλ1 corresponding to

the eigenfunctionφ1(x) is similar to that performed in [45]. As such, we only show the steps

that are specific to this problem. We first give Lagrange’s identity for (v, Lǫ0u), where(u, v) =

∫ 1

−1
uv dx:

(v, Lǫ0u) = ǫ2(uxv − vxu)
∣

∣

1

−1
+ (u, L∗

ǫ0v), (C.6a)

L∗
ǫ0v ≡ ǫ20vxx + (−1 + 2uc)v +

1

6ǫ0
(f − 2uc)

∫ 1

−1

u2
cv dx. (C.6b)

We now multiply (C.5) byu′c and integrate over−1 < x < 1, to obtain
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λ1(u
′
c, φ1) = −ǫ0u′′cφ1|1−1 + (φ1, L

∗
ǫ0u

′
c), (C.7)

where we have applied (C.6a) to the(u′c, Lǫ0φ1) term and usedφ1x(±1) = 0 to eliminate the

boundary terms involvingφ1x. The terms in (C.7) are the same as those in [45], with the

exception being that the nonlocal part of the adjoint operator L∗
ǫ0

is different. However, the

term involvingL∗
ǫ0 was shown to be exponentially negligible in [45]; if the same were true in

(C.7), we may conclude that the eigenpairλ1, φ1 is the same as that found in [45] to within

exponentially negligible terms. To show this, we first calculateL∗
ǫ0
u′c. Sinceu′c is a solution of

the local part ofL∗
ǫ0

,

L∗
ǫ0u

′
c =

1

6ǫ0
(f − 2uc)

∫ 1

−1

u2
cu

′
c dx (C.8)

∼ 12(f − 2uc)
(

e
− 3

ǫ0
(1−x0) − e

− 3

ǫ0
(1+x0)

)

, (C.9)

where we have used that

uc(y) ∼ 6e∓y as y → ±∞. (C.10)

To estimate(φ1, L
∗
ǫ0
u′c), we first recall thatφ1 is exponentially close tou′c, differing only in

exponentially small boundary layer terms required to satisfy the no-flux boundary conditions.

That is,

φ1(x) ∼ C1u
′
c

(

x− x0

ǫ0

)

+ e.s.t,
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whereC1 is a normalizing constant, ande.s.t denotes exponentially small terms. Thus, by

integrating and applying (C.10), it can be shown that the term

(φ1, L
∗
ǫ0
u′c) = 12

(

e
− 3

ǫ0
(1−x0) − e

− 3

ǫ0
(1+x0)

)

∫ 1

−1

(f − 2uc)φ1 dx (C.11)

is exponentially smaller than the other two terms in (C.7), leading to the result

λ1 = 60
(

e
− 2

ǫ0
(1+x0)

+ e
− 2

ǫ0
(1−x0)

)

. (C.12)

As a check, we see from (C.11) that(φ1, L
∗
ǫ0
u′c) is exponentially smaller thanO(e−3/ǫ0), while

λ1 = O(e−2/ǫ0). Thus, the term in (C.11) is indeed exponentially negligible. Result (C.12)

was confirmed by calculating the eigenvalues of the matrixC∆x. Eigenvalues were computed

using grid spacings of∆x, 2∆x and4∆x so that Richardson extrapolation could be applied

twice to increase the accuracy required for smallǫ. The agreement between (C.12) and the

numerical computations is shown in Figure C.1. It should notbe surprising that (C.12) is the

same expression as that obtained in [45]; the NLEP in [45] has the same local terms while

the nonlocal terms in both NLEP’s contribute terms exponentially smaller than the exponential

terms in (C.12), and thus in both cases have an exponentiallynegligible effect on the eigenpair

λ1, φ1.

Since the linearization around the single-pulse quasi-equilibrium solution yields a principle

eigenvalue that is positive but exponentially small asǫ0 → 0, we expect the pulse to evolve

on an exponentially slow time-scale. As in the calculation of λ1, the nonlocal term in (C.5) is

insignificant and we thus recover the same result for the motion of the pulse as in [45]:
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Figure C.1. Plotλ1 versusǫ, where the solid line is the asymptotic estimate (C.12) and
the circles are from numerical computations.

dx0

dτ
= 60ǫ0

(

e
− 2

ǫ0
(1−x0) − e

− 2

ǫ0
(1+x0)

)

,

or in terms of the original variablest, B andǫ,

dx0

dt
= 60ǫ

√
B + 1

(

e−
2
√

B+1

ǫ
(1−x0) − e−

2
√

B+1

ǫ
(1+x0)

)

. (C.13)

Thus, forx0 6= 0, the pulse drifts toward the nearest boundary instead of towardx = 0, the latter

of which was observed whenE > 0. The result (C.13) is compared to a numerical solution of

(3.3) in Figure C.2, the results of which were verified by gridrefinement. We note that the

numerical solution is extremely sensitive to the ratio
√
B + 1/ǫ, and for values of the ratio

either too large or too small, the match is not as close.
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Figure C.2. Comparison of asymptotic and numerical results for exponentially slow
dynamics of a single pulse starting atx0 = 0.4 for parametersǫ = 0.082, A = 2,
B = 1, D = 1, andE = 0. The solid line (circles) represent the numerical (asymptotic)
result.
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