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Point Estimation and Unbiased 
Estimators

• Statistical inference is almost always directed toward 

drawing some type of conclusion about one or more 

parameters (population characteristics). 

• A point estimate of a parameter θ is a single number 

that can be regarded as a sensible value for θ. It is 

obtained by selecting a suitable statistic and 

computing its value from the given sample data. The 

selected statistic is called the point estimator of θ. 

• A point estimator ෠𝜃 is said to be an unbiased estimator 
of θ if 𝐸 ෠𝜃 = θ for every possible value of θ.
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Unbiased Estimators:

• When X is a binomial rv with parameters n and p, the 

sample proportion Ƹ𝑝 = 𝑋/𝑛 is an unbiased estimator of 

p.

• Let 𝑋1, 𝑋2, … , 𝑋𝑛 be a random sample from a 

distribution with mean μ and variance 𝜎2. Then the 

estimator

ො𝜎2 = 𝑠2 =
σ(𝑋𝑖 − 𝜇)2

𝑛 − 1
is unbiased for estimating 𝜎2.

The estimator ത𝑋 is an unbiased estimator of μ.
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Interval Estimate or Confidence 
Interval (CI)

• A point estimate, because it is a single number, by 

itself provides no information about the precision and 

reliability of estimation. 

• An alternative to reporting a single sensible value for 

the parameter being estimated is to calculate and 

report an entire interval of plausible values – an 

interval estimate or confidence interval (CI).

• A confidence interval is always calculated by first 

selecting a confidence level, which is a measure of the 

degree of reliability of the interval.
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Recall Chapter 5:

• Let 𝑋1, 𝑋2, … , 𝑋𝑛 be a random 

sample from a normal

distribution with mean value μ

and standard deviation σ. Then 

for any n, ത𝑋 is normally 

distributed (with mean μ and 

standard deviation 𝜎/ 𝑛.

• 𝑍 =
ത𝑋−𝜇

𝜎/ 𝑛

𝑃 −1.96 < 𝑍 < 1.96 = 0.95 ↔ 𝑃 −1.96 <
ത𝑋 − 𝜇
𝜎
𝑛

< 1.96 = 0.95

Then

𝑃 ത𝑋 − 1.96
𝜎

𝑛
< 𝜇 < ത𝑋 + 1.96

𝜎

𝑛
= 0.95



𝑃 ത𝑋 − 1.96
𝜎

𝑛
< 𝜇 < ത𝑋 + 1.96

𝜎

𝑛
= 0.95

To interpret above equation, consider it as a random 

interval because the two endpoints involve a random 

variable ത𝑋. 

ത𝑋 − 1.96
𝜎

𝑛
, ത𝑋 + 1.96

𝜎

𝑛

The probability is 0.95 that a random interval includes or 

covers the true value of μ.
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95% Confidence Interval for μ.

If, after observing 𝑋1 = 𝑥1, 𝑋2 = 𝑥2, … , 𝑋𝑛 = 𝑥𝑛, we 

compute the observed sample mean ҧ𝑥 and then 
substitute ҧ𝑥 into ത𝑋 − 1.96

𝜎

𝑛
, ത𝑋 + 1.96

𝜎

𝑛
in place of ത𝑋, 

the resulting fixed interval is called a 95% confidence 

interval for μ. This CI can be expressed either as 

ҧ𝑥 − 1.96
𝜎

𝑛
, ҧ𝑥 + 1.96

𝜎

𝑛
is a 95% CI for μ

Or as 

ҧ𝑥 − 1.96
𝜎

𝑛
< 𝜇 < ҧ𝑥 + 1.96

𝜎

𝑛
with 95% confidence

A concise expression for the interval is ҧ𝑥 ± 1.96
𝜎

𝑛
.
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Interpreting a Confidence Level

• It is incorrect to write the statement

𝑃 ҧ𝑥 − 1.96
𝜎

𝑛
< 𝜇 < ҧ𝑥 + 1.96

𝜎

𝑛
= 0.95

since by substituting ҧ𝑥 for ത𝑋, all randomness disappears.

• A correct interpretation of “95% confidence” relies on the 

long-run relative frequency interpretation of probability: To 

say that an event A has probability 0.95 is to say that if the 

experiment on which A is defined is performed over and 

over again, in the long run A will occur 95% of the time.

• If we collect many simple random samples in the say way, 

with the same sample size, and compute 95% CI for each 

sample, we expect 95% of the computed CIs cover the 

true μ.
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Confidence Interval for μ with known σ

• A 100(1-α)% confidence interval for the mean μ of a 

normal population when the value of σ is known is give by

ҧ𝑥 − 𝑧𝛼/2 ∙
𝜎

𝑛
, ҧ𝑥 + 𝑧𝛼/2 ∙

𝜎

𝑛

or, equivalently, by ҧ𝑥 ± 𝑧𝛼/2 ∙
𝜎

𝑛
.

• The formula for the CI can also be expressed in words as 

Point estimate of μ ± (z critical value)(standard error of the 

mean)
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Z critical values

• 𝑧𝛼/2 can be found at Z table.

• How to find z critical value for 95% CI?

100 1 − 𝛼 % = 95% ↔ 𝛼 = 0.05
𝑧𝛼/2 = 𝑧0.05/2 = 𝑧0.025

𝑃 𝑍 > 𝑧0.025 = 0.025

From the Z table,

If the upper tail probability is 0.025, the z value must be 

equal to 1.96.  Therefore, the z critical value for 95% 

𝑧𝛼/2 = 𝑧0.05/2 = 𝑧0.025 = 1.96. 
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Z critical values 

• Commonly used confidence levels are 90%, 95% and 

99%.
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Example 7.1

To estimate the mean lifetime of a tire produced by a tire 

company, 10 tires were tested (on a test wheel simulating 

normal road conditions) with the following lifetime 

(thousands of miles):

42, 36, 46, 43, 41, 35, 43, 45, 40, 39

Prior experience has shown that the lifetime follow a normal 

distribution with variance 12.96 𝑡ℎ𝑜𝑢𝑠𝑎𝑛𝑑𝑠 𝑜𝑓 𝑚𝑖𝑙𝑒𝑠2. 

1. What is the point estimate of the mean lifetime of the 

tire?

2. Compute a 95% CI for the mean lifetime of the tire.
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Solutions

1. Sample mean ത𝑋 is the point estimator of population  

mean μ. ҧ𝑥 =
σ 𝑥

𝑛
= 41.

2. 95% CI for μ
ҧ𝑥 ± 𝑧𝛼/2 ∙

𝜎

𝑛

ҧ𝑥 = 41, 𝑧𝛼/2 = 1.96, 𝜎 = 12.96 = 3.6, 𝑛 = 10

41 ± 1.96 ∙
3.6

10
= 41 ± 2.23 = 38.77, 43.23

We are 95% confident that the mean lifetime of the tire is 

between 38.77 and 43.23 thousands of miles.
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Confidence Level, Precision, and Sample 
Size

• The higher the desired degree of confidence, the wider 

the resulting interval will be.

• If we think of the width of the interval as specifying its 

precision or accuracy, then the confidence level (or 

reliability) of the interval is inversely related to its 

precision. 

• An appealing strategy is to specify both the desired 

confidence level and interval width and then determine 

the necessary sample size.

14



The general formula for the sample size n necessary to 

ensure an interval with width w (or margin of error: ME = half 

of width = w/2), for a normal population with known 

population standard deviation σ, is 

𝑛 = (2𝑧𝛼/2 ∙
𝜎

𝑤
)2

Note: Round up the result to an integer number!

Example 7.2: What is the sample size needed to calculate a 

95% confidence interval within 1.65 (with width 3.3 

thousands miles) for the mean lifetime of a randomly 

selected tire from the company in previous example?
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Large-sample Confidence Interval for a 
Population Mean

Case I: Large Sample and Known σ

Let 𝑋1, 𝑋2, … , 𝑋𝑛 be a random sample from a population 

having a mean μ and standard deviation σ. If n is 

sufficiently large (n>40), then 

100(1-α)% Confidence Interval for population mean μ

ҧ𝑥 ± 𝑧𝛼/2 ∙
𝜎

𝑛
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Large-sample Confidence Interval for a 
Population Mean

Case II: Large Sample and Unknown σ

Let 𝑋1, 𝑋2, … , 𝑋𝑛 be a random sample from a population 

having a mean μ. If the population standard σ is 

unknown and sample size n is sufficiently large (n>40), 

then replace σ with the sample standard deviation s.

100(1-α)% Confidence Interval for population mean μ

ҧ𝑥 ± 𝑧𝛼/2 ∙
𝑠

𝑛
Point estimator ± (z critical value)(estimated standard       

error of the mean)
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Example 7.3
A random sample of 49 students, from Ontario secondary school 

students in 2007-2008, showed that the mean travel time to school 

and standard deviation are 17 and 9.66 minutes, respectively. Find 

a 90% confidence interval for the true mean travel time to school.

Solutions:

𝑛 = 49, ҧ𝑥 = 17, 𝑠 = 9.66 𝑎𝑛𝑑 𝑧𝛼/2 = 𝑧0.1/2 = 𝑧0.05 = 1.645

ҧ𝑥 ± 𝑧𝛼/2 ∙
𝑠

𝑛

17 ± 1.645 ∙
9.66

49
= 17 ± 2.27 = 14.73, 19.27

We are 90% confident that the true mean travel time is between 

14.73 and 19.27 minutes.
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Confidence Interval for a Population 
Proportion

• Let p denote the proportion of “successes” in a 

population, where success identifies an individual or 

object that has a specified property.

• A random sample of n individuals or objects is to be 

selected, and X is the number of successes in the 

sample.

• If the sample size is large enough, np≥10 and nq≥10 

where q=1-p.

• 100(1-α)% confidence interval for population 

proportion p is 

Ƹ𝑝 ± 𝑧𝛼/2 ∙
Ƹ𝑝(1 − Ƹ𝑝)

𝑛
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Sample Size

• The sample size needed to ensure an confidence 

interval with width w is

𝑛 =
4(𝑧𝛼/2)

2 Ƹ𝑝(1 − Ƹ𝑝)

𝑤2

• Notes:

1. Round up to an integer number

2. When Ƹ𝑝 is unknown, use 0.5 instead.
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Example 7.4

Suppose that in 48 trials in a particular laboratory, 16 

resulted in ignition of a particular type of substrate by a 

lighted cigarette. Find the 95% confidence interval of the 

long-run proportion of all such trails that would result in 

ignition?

Solutions:
𝑛 = 48, Ƹ𝑝 =

16

48
= 0.33 𝑎𝑛𝑑 𝑧𝛼/2 = 1.96

Ƹ𝑝 ± 𝑧𝛼/2 ∙
Ƹ𝑝 1 − Ƹ𝑝

𝑛
= 0.33 ± 1.96 ×

0.33 × 1 − 0.33

48

= 0.33 ± 0.13 = 0.2, 0.46

We are 95% confident that the true proportion is between 

20% and 46%.
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T distribution

When ത𝑋 is the mean of a random sample of size n from 

a Normal distribution with mean μ, the rv

𝑇 =
ത𝑋−𝜇

𝑆/ 𝑛

Has a probability distribution called a t distribution with 

n-1 degrees of freedom (df).
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Properties of t distributions

Let 𝑡𝑣 denote the t distribution with v df.

1. Each 𝑡𝑣 curve is bell-shaped and centered at 0.

2. Each 𝑡𝑣 curve is more spread out than then standard 

normal (z) curve.

3. As v increases, the spread of the corresponding 𝑡𝑣
curve decreases.

4. As 𝑣 → ∞, the sequence of 𝑡𝑣 curves approaches 

the standard normal curve (so the z curve is often 

called the t curve with df = ∞.

23



The One-Sample t Confidence Interval

Let ҧ𝑥 𝑎𝑛𝑑 𝑠 be the sample mean and sample standard 

deviation computed from the results of a random 

sample from a normal population with mean μ. Then a 

100(1-α)% confidence interval for μ is 

ҧ𝑥 ± 𝑡𝛼
2
,𝑛−1

∙
𝑠

𝑛

𝑡𝛼
2
,𝑛−1 is called t critical value and it can be found from t 

distribution table.
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T distribution table (Partial)
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Example 7.5 

The fat content (in percentage) on 10 randomly selected 

hot dogs are:

25.2, 21.3, 22.8, 17.0, 29.8, 21.0, 25.5, 16.0, 20.9, 19.5

Find the 95% CI of the population mean fat content of 

the hot dogs, assuming the fat content follows the 

normal distribution.
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Solutions:

ҧ𝑥 =
σ𝑥𝑖
𝑛

= 21.9

𝑠 =
σ𝑥𝑖

2 − 𝑛 ҧ𝑥2

𝑛 − 1
= 4.134

𝑑𝑓 = 𝑛 − 1 = 10 − 1 = 9, 𝑡𝛼
2,𝑑𝑓

= 𝑡0.025,9 = 2.262

ҧ𝑥 ± 𝑡𝛼
2
,𝑛−1

∙
𝑠

𝑛
= 21.9 ± 2.262 ∙

4.134

10
= 21.9 ± 2.96

= (18.94, 24.86)

We are 95% confident that the percentage of the fat 

content in the hot dogs is between 18.94% and 24.86%.
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Confidence Interval for the Variance and 
Standard Deviation of a Normal Population

Chi-squared (𝜒2) distribution

Let 𝑋1, 𝑋2, … , 𝑋𝑛 be a random sample from a normal 

distribution with parameters μ and σ. Then the rv

(𝑛 − 1)𝑆2

𝜎2
=
σ(𝑋 − ത𝑋)2

𝜎2

has a chi-squared probability distribution with n-1 df.

Notes:

1. 𝜒𝑣
2 denotes chi-squared distributed rv with df = v.

2. 𝜒𝑣
2 is a special case from gamma, 𝐺 𝛼, 𝛽 , when  

𝛼 =
𝑣

2
, 𝛽 = 𝑣.

3. Mean = v and variance = 2v.
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𝜒𝑣
2 Distribution Curve

29

1. 𝜒𝑣
2 is a right skewed distribution

2. The smaller v value, the larger skewness.



A 100(1-α)% confidence interval for the variance 𝜎2 of a 

normal population is 

(𝑛−1)𝑠2

𝜒𝛼
2
,𝑛−1

2 < 𝜎2 <
(𝑛−1)𝑠2

𝜒
1−

𝛼
2
,𝑛−1

2

where 𝑠2 is the sample variance. 

A 100(1-α)% confidence interval for the standard 

deviation  𝜎 of a normal population is 

(𝑛 − 1)𝑠2

𝜒𝛼
2,𝑛−1

2 < 𝜎 <
(𝑛 − 1)𝑠2

𝜒
1−

𝛼
2,𝑛−1

2
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Example 7.6

The article “Concrete Pressure of Formwork” gave the 

following observations on maximum concrete pressure 

(kN/m2): 33.2, 41.8, 37.3, 40.2, 36.7, 39.1, 36.2, 41.8, 

36.0, 35.2, 36.7, 38.9, 35.8, 35.2, 40.1. Prior experience 

showed that the maximum pressures are normally 

distributed.

1. Calculate the point estimator of the population 

variance of maximum pressure.

2. Find the 95% CI for the population variance.

3. Find the 95% CI for the population standard 

deviation of maximum pressure.
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Solutions:

1. Sample variance is the point estimator of the 

population variance.

ҧ𝑥 =
σ𝑥𝑖
𝑛

= 37.6

𝑠2 =
σ𝑥𝑖

2 − 𝑛 ҧ𝑥2

𝑛 − 1
= 7.69

2. 𝜒𝛼
2
,𝑛−1
2 = 𝜒0.025,14

2 = 26.119, 𝜒
1−

𝛼

2
,𝑛−1

2 = 𝜒0.975,14
2 =

5.629

(𝑛 − 1)𝑠2

𝜒𝛼
2,𝑛−1

2 < 𝜎2 <
(𝑛 − 1)𝑠2

𝜒
1−

𝛼
2,𝑛−1

2

4.12 < 𝜎2 < 19.13
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3. 95% CI for the population standard deviation is

4.12 < 𝜎 < 19.13
2.03 < 𝜎 < 4.37

We are 95% confident that the population standard 

deviation of maximum pressure is between 2.03 kN/m2 

and 4.37 kN/m2.
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