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#### Abstract

It is known that the matrices that can be exactly represented by a multiqubit circuit over the Toffoli + Hadamard, Clifford $+T$, or, more generally, Clifford-cyclotomic gate set are precisely the unitary matrices with entries in the ring $\mathbb{Z}\left[1 / 2, \zeta_{k}\right]$, where $k$ is a positive integer that depends on the gate set and $\zeta_{k}$ is a primitive $2^{k}$-th root of unity. In the present paper, we establish an analogous correspondence for qutrits. We define the multiqutrit Clifford-cyclotomic gate set of degree $3^{k}$ by extending the classical qutrit gates $X, C X$, and $C C X$ with the Hadamard gate $H$ and the $T_{k}$ gate $T_{k}=\operatorname{diag}\left(1, \omega_{k}, \omega_{k}^{2}\right)$, where $\omega_{k}$ is a primitive $3^{k}$-th root of unity. This gate set is equivalent to the qutrit Toffoli+Hadamard gate set when $k=1$, and to the qutrit Clifford $+T_{k}$ gate set when $k>1$. We then prove that a $3^{n} \times 3^{n}$ unitary matrix $U$ can be represented by an $n$-qutrit circuit over the Clifford-cyclotomic gate set of degree $3^{k}$ if and only if the entries of $U$ lie in the ring $\mathbb{Z}\left[1 / 3, \omega_{k}\right]$.


## 1 Introduction

### 1.1 Background

In quantum computing, synthesis refers to the process of converting a representation of a unitary into a quantum circuit. In exact synthesis the unitary is typically given as a matrix, and the goal is to produce a circuit that implements the matrix exactly. This is in contrast to approximate synthesis, where the circuit is only required to implement the given matrix up to some prescribed error budget.

A solution to an exact synthesis problem for a gate set $\mathscr{G}$ sometimes characterizes the unitary matrices that can be exactly represented by a circuit over $\mathscr{G}$. For instance, the matrices with entries in the ring $\mathbb{Z}[1 / 2]$ of dyadic rationals corresponds precisely to the unitary matrices that can be represented using the Toffoli gate and the tensor product $H \otimes H$ of the Hadamard gate with itself [4]. Similarly, Clifford $+T$ circuits correspond to unitary matrices with entries in $\mathbb{Z}\left[1 / 2, e^{2 \pi i / 8}\right]$ [12]. More generally, it was recently shown that multiqubit circuits over the Clifford-cyclotomic gate set of degree $k$, which extends the Clifford gate set with a $z$-rotation by angle $2 \pi / 2^{k}$, correspond to unitary matrices with entries the ring $\mathbb{Z}\left[1 / 2, e^{2 \pi i / 2^{k}}\right][2]$.

In this paper, we consider the exact synthesis problem for qutrits. Like for qubits, fault-tolerant universal quantum computation has been theoretically devised for qutrits through magic state distillation [5, 9, 24] or gauge fixing of colour codes [30]. In recent years, qudit operations have been demonstrated on many experimental platforms [17, 20, 31, 33], with error rates competitive to qubit operations [26, 10]. Qutrit exact synthesis problems, however, have received less attention than their qubit counterparts and only a few results exist: a normal form for single-qutrit Clifford $+T$ unitaries [13, 25], a proof that all classically reversible functions on trits can be implemented using Clifford $+T$ circuits [32], and an exact synthesis result for single-qutrit Clifford $+R$ unitaries [19].

Let $k$ be a positive integer and let $\omega_{k} \in \mathbb{C}$ be the primitive $3^{k}$-th root of unity $\omega_{k}=e^{2 \pi i / 3^{k}}$. For simplicity, we write $\omega$ for $\omega_{1}$. The single-qutrit Pauli $X$ gate, Pauli $Z$ gate, phase gate $S$, and Hadamard gate $H$ are defined below.

$$
X=\left[\begin{array}{ccc}
. & \cdot & 1 \\
1 & \cdot & \cdot \\
\cdot & 1 & \cdot
\end{array}\right] \quad Z=\left[\begin{array}{ccc}
1 & \cdot & \cdot \\
\cdot & \omega & \cdot \\
\cdot & \cdot & \omega^{2}
\end{array}\right] \quad S=\left[\begin{array}{ccc}
1 & \cdot & \cdot \\
\cdot & 1 & \cdot \\
\cdot & \cdot & \omega
\end{array}\right] \quad H=\frac{-\omega^{2}}{\sqrt{-3}}\left[\begin{array}{ccc}
1 & 1 & 1 \\
1 & \omega & \omega^{2} \\
1 & \omega^{2} & \omega
\end{array}\right]
$$

The two-qutrit controlled- $X$ gate $C X$ is the permutation matrix whose action on the computational basis is defined by $|i\rangle|j\rangle \mapsto|i\rangle|i+j\rangle$, with addition performed modulo 3 . The three-qutrit doubly-controlled$X$ gate $C C X$ (or Toffoli gate) is similarly defined by $|i\rangle|j\rangle|k\rangle \mapsto|i\rangle|j\rangle|k+i j\rangle$. The gate set $\{H, S, C X\}$ is the Clifford gate set. Now define the single-qutrit $T_{k}$ gate

$$
T_{k}=\left[\begin{array}{ccc}
1 & \cdot & \cdot \\
\cdot & \omega_{k} & \cdot \\
\cdot & \cdot & \omega_{k}^{2}
\end{array}\right]
$$

When $k=2, T_{k}$ is the qutrit $T$ gate [16].
The Clifford-cyclotomic gate set of degree $3^{k}$ is the gate set $\mathscr{G}_{k}=\left\{X, C X, C C X, H, T_{k}\right\}$. When $k=1$, we have $T_{1}=Z=H X H^{\dagger}$, so that the Clifford-cyclotomic gate set of degree 3 is equivalent to the qutrit Toffoli+Hadamard gate set [27]. As we will show below, when $k \geq 2$, the gate set $\mathscr{G}_{k}$ is equivalent (up to a single ancillary qutrit) to the Clifford $+T_{k}$ gate set $\left\{H, S, C X, T_{k}\right\}$. In particular, the Clifford-cyclotomic gate set of degree 9 is equivalent to the well-known qutrit Clifford $+T$ gate set [13, 14, 25, 32]. Because $T_{k+1}^{3}=T_{k}$, the Clifford-cyclotomic gate sets form a hierarchy of universal gate sets whose first level is given by the Toffoli+Hadamard gate set, whose second level is given by the Clifford $+T$ gate set, and whose subsequent levels are given by finer and finer extensions of the Clifford gate set.

Now consider the ring $\mathbb{Z}\left[1 / 3, \omega_{k}\right]$, which can be defined as the smallest unital subring of $\mathbb{C}$ containing $1 / 3$ and $\omega_{k}$. Since $-\omega^{2} / \sqrt{-3}=\omega^{2}(1-\omega) / 3$, the entries of $X, C X, C C X, H$, and $T_{k}$ lie in $\mathbb{Z}\left[1 / 3, \omega_{k}\right]$. Hence, any $n$-qutrit circuit over $\mathscr{G}_{k}$ must represent a unitary matrix with entries in $\mathbb{Z}\left[1 / 3, \omega_{k}\right]$. The purpose of this paper is to show that the converse implication is also true.

### 1.2 Contributions

We show that a $3^{n} \times 3^{n}$ unitary matrix $U$ can be exactly represented by an $n$-qutrit circuit over the Clifford-cyclotomic gate set of degree $3^{k}$ if and only if the entries of $U$ belong to the ring $\mathbb{Z}\left[1 / 3, \omega_{k}\right]$. Furthermore, we show that no more than $k+1$ ancillae are required for this purpose.

We therefore solve the exact synthesis problem for multiqutrit Toffoli+Hadamard circuits, multiqutrit Clifford $+T$ circuits, and, more generally, multiqutrit Clifford-cyclotomic circuits. To the best of our knowledge, this is the first time that a multiqudit exact synthesis result is established for any prime $d>2$.

A similar hierarchy of Clifford-cyclotomic gate sets exists for qubits, and the correspondence between Clifford-cyclotomic circuits and matrices with entries in rings of algebraic integers also holds in that case [2]. Following [2], we prove our result inductively. We first show that circuits over $\mathscr{G}_{1}$ correspond to unitary matrices over $\mathbb{Z}[1 / 3, \omega]$ by reasoning as in $[4,12,15]$. This serves as the base case of our induction. Then, we use properties of the ring extension $\mathbb{Z}\left[1 / 3, \omega_{k}\right] \subseteq \mathbb{Z}\left[1 / 3, \omega_{k+1}\right]$ and the theory of catalytic embeddings [1] to establish the inductive step.

### 1.3 Contents

The paper is organized as follows. We discuss the necessary number-theoretic prerequisites in Section 2. In Section 3, we introduce a convenient generating set for the group $\mathrm{U}_{n}(\mathbb{Z}[1 / 3, \omega])$ of $n$-dimensional unitary matrices with entries in the ring $\mathbb{Z}[1 / 3, \omega]$, and in Section 4 we show that the elements of this generating set can be represented by Clifford-cyclotomic circuits of degree 3 (explicit circuit decompositions are given in Appendix A). We introduce catalytic embeddings in Section 5. We leverage the results of the previous sections in Section 6 to prove our main result. We comment on the complexity of the produced circuits in Section 7 and we conclude in Section 8.

Disclaimer: After the present work was completed, it was brought to our attention that related results were independently established in [18].

## 2 Rings and Groups

In this section, we discuss the rings and groups which will be important in the rest of the paper. In what follows, when $u, u^{\prime}$, and $v$ are elements of a ring $R$, we write $u \equiv_{v} u^{\prime}$ if $u$ is congruent to $u^{\prime}$ modulo $v$, i.e., if $u-u^{\prime}=r v$ for some $r \in R$.

### 2.1 The Ring $\mathbb{Z}\left[\omega_{k}\right]$

Definition 2.1. Let $k \geq 1$. The primitive $3^{k}$-th root of unity $\omega_{k} \in \mathbb{C}$ is defined as $\omega_{k}=e^{2 \pi i / 3^{k}}$.
We have, for $k>1, \omega_{k}^{3}=\omega_{k-1}, \omega_{k}^{3^{k}}=1, \omega_{k}^{\dagger}=\omega_{k}^{3^{k}-1}$, and $\omega_{k}^{0}+\omega_{k}^{1}+\ldots+\omega_{k}^{3^{k}-1}=0$. As mentioned in Section 1, we often write $\omega$ for $\omega_{1}$.
Definition 2.2. Let $k \geq 1$. The ring $\mathbb{Z}\left[\omega_{k}\right]$ of cyclotomic integers of degree $3^{k}$ is the smallest subring of $\mathbb{C}$ that contains $\omega_{k}$.

The ring $\mathbb{Z}\left[\omega_{k}\right]$ can be defined in a variety of ways [29]. It will be useful for our purposes to note that $\mathbb{Z}[\omega]=\{a+b \omega \mid a, b \in \mathbb{Z}\}$, and that, for $k \geq 2$,

$$
\mathbb{Z}\left[\omega_{k}\right]=\left\{a+b \omega_{k}+c \omega_{k}^{2} \mid a, b, c \in \mathbb{Z}\left[\omega_{k-1}\right]\right\} .
$$

Furthermore, the expression of an element of $\mathbb{Z}\left[\omega_{k}\right]$ as a linear combination of elements of $\mathbb{Z}\left[\omega_{k-1}\right]$ is unique. The ring $\mathbb{Z}\left[\omega_{k}\right]$ is closed under complex conjugation and, for $k \geq 2$, we have $\mathbb{Z}\left[\omega_{k-1}\right] \subseteq \mathbb{Z}\left[\omega_{k}\right]$.

### 2.2 Properties of $\mathbb{Z}[\omega]$

We now record some useful properties of $\mathbb{Z}[\omega]$. If $u=a+b \omega \in \mathbb{Z}[\omega]$, then

$$
\begin{equation*}
u^{\dagger} u=(a+b \omega)\left(a+b \omega^{2}\right)=a^{2}+a b\left(\omega+\omega^{2}\right)+b^{2}=a^{2}-a b+b^{2} . \tag{1}
\end{equation*}
$$

In particular, if $u \in \mathbb{Z}[\omega]$, then $u^{\dagger} u$ is a nonnegative integer, since the Euclidean norm of a complex number is always nonnegative.
Definition 2.3. We define $\lambda \in \mathbb{Z}[\omega]$ as $\lambda=1-\omega$.
By Equation (1), we have $\lambda^{\dagger} \lambda=3$. Similarly, we have $\lambda^{2}=1-2 \omega+\omega^{2}=-3 \omega$, so that $3=-\lambda^{2} \omega^{2}$. Hence, $3 \equiv_{\lambda} 0$.

Proposition 2.4. We have

- $\mathbb{Z}[\omega] /(3) \cong\{0,1,2, \omega, 2 \omega, 1+\omega, 1+2 \omega, 2+\omega, 2+2 \omega\} \cong \mathbb{Z} /(3)+\omega \mathbb{Z} /(3)$ and
- $\mathbb{Z}[\omega] /(\lambda) \cong\{0,1,2\} \cong \mathbb{Z} /(3)$.

Proof. The first item follows from the fact that $3 \equiv_{3} 0$. The second item follows from the fact that $3 \equiv{ }_{\lambda} 0$ and the fact that $\omega \equiv_{\lambda} 1$.

Proposition 2.5. If $u \in \mathbb{Z}[\omega]$, then $u^{\dagger} u \equiv_{\lambda} 0$ or $u^{\dagger} u \equiv_{\lambda} 1$.
Proof. Let $u=a+b \omega \in \mathbb{Z}[\omega]$. By Proposition $2.4, \mathbb{Z}[\omega] /(\lambda) \cong \mathbb{Z} /(3)$. By Equation (1),

$$
u^{\dagger} u=a^{2}-a b+b^{2} \equiv_{\lambda} a^{2}+2 a b+b^{2}=(a+b)^{2}
$$

Hence $u^{\dagger} u$ is a square modulo $\lambda$ and therefore cannot be congruent to 2 , since 0 and 1 are the only squares in $\mathbb{Z} /(3)$.

Proposition 2.6. If $u \in \mathbb{Z}[\omega]$, then $u \not \equiv \lambda 0$ if and only if $u \equiv_{3} \pm \omega^{x}$ for some $x \in\{0,1,2\}$.
Proof. The table below lists the elements of $\mathbb{Z}[\omega] /(3)$ as given by Proposition 2.4 , together with their residues modulo $\lambda$.

| $\mathbb{Z}[\omega] /(3)$ | $\mathbb{Z}[\omega] /(\lambda)$ |
| :---: | :---: |
| 0 | 0 |
| 1 | 1 |
| 2 | 2 |
| $\omega$ | 1 |
| $2 \omega$ | 2 |
| $1+\omega$ | 2 |
| $1+2 \omega$ | 0 |
| $2+\omega$ | 0 |
| $2+2 \omega$ | 1 |

The statement then follows by inspection of the table, using the fact that $1+\omega=-\omega^{2} \equiv{ }_{3}-\omega^{2}$ and $2 \equiv 3-1$.

### 2.3 Denominators

Definition 2.7. Let $k \geq 1$. The ring $\mathbb{Z}\left[1 / 3, \omega_{k}\right]$ is defined as $\mathbb{Z}\left[1 / 3, \omega_{k}\right]=\left\{u / 3^{\ell} \mid u \in \mathbb{Z}\left[\omega_{k}\right]\right.$ and $\left.\ell \in \mathbb{N}\right\}$.
Because the elements of $\mathbb{Z}\left[\omega_{k}\right]$ can be expressed as linear combinations of elements of $\mathbb{Z}\left[\omega_{k-1}\right]$, the elements of $\mathbb{Z}\left[1 / 3, \omega_{k}\right]$ can similarly be expressed as linear combinations of elements of $\mathbb{Z}\left[1 / 3, \omega_{k-1}\right]$. In particular, for $k \geq 2$, every element $u$ of $\mathbb{Z}\left[1 / 3, \omega_{k}\right]$ can be uniquely written as $u=a+b \omega_{k}+c \omega_{k}^{2}$ with $a, b, c \in \mathbb{Z}\left[1 / 3, \omega_{k-1}\right]$.

The ring $\mathbb{Z}\left[1 / 3, \omega_{k}\right]$ is the localization of $\mathbb{Z}\left[\omega_{k}\right]$ by the powers of 3 . Alternatively, $\mathbb{Z}\left[1 / 3, \omega_{k}\right]$ can be thought of as the localization of $\mathbb{Z}\left[\omega_{k}\right]$ by the powers of $\lambda$. Indeed, since $3=-\omega^{2} \lambda^{2}$, we have $3^{-\ell}=\left(-\omega^{2} \lambda^{2}\right)^{-\ell}=(-\omega)^{\ell}(\lambda)^{-2 \ell}$. As a result, any element of $\mathbb{Z}\left[1 / 3, \omega_{k}\right]$ can be written as $u / \lambda^{\ell}$ for some $u \in \mathbb{Z}\left[\omega_{k}\right]$ and some $\ell \in \mathbb{N}$. We leverage this fact to define, in the usual way (see $[4,12,15]$ ), the notions of $\lambda$-denominator exponent and least $\lambda$-denominator exponent.

Definition 2.8. Any nonnegative integer $\ell$ such that $v \in \mathbb{Z}\left[1 / 3, \omega_{k}\right]$ can be written as $v=u / \lambda^{\ell}$ with $u \in \mathbb{Z}\left[\omega_{k}\right]$ is $\lambda$-denominator exponent of $v$. The smallest such $\ell$ is the least $\lambda$-denominator exponent of $v$ and is denoted lde( $v$ ).

The notions of denominator exponent and least denominator exponent extend to matrices (and therefore to vectors) with entries in $\mathbb{Z}\left[1 / 3, \omega_{k}\right]$ : an integer $\ell$ is a $\lambda$-denominator exponent of a matrix $M$ if it is a $\lambda$-denominator exponent of all of the entries of $M$; the smallest such $\ell$ is the least $\lambda$-denominator exponent of $M$.

### 2.4 The Group $\mathrm{U}_{n}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right)$

Definition 2.9. We write $\mathrm{U}_{n}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right)$ for the group of $n$-dimensional unitary matrices with entries in $\mathbb{Z}\left[1 / 3, \omega_{k}\right]$ and $\mathrm{U}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right)$ for the collection of all unitary matrices with entries in $\mathbb{Z}\left[1 / 3, \omega_{k}\right]$.

## 3 Generators for $U_{n}(\mathbb{Z}[1 / 3, \omega])$

Following $[4,12,15,23]$, we use $m$-level matrices to define a subset of $U_{n}(\mathbb{Z}[1 / 3, \omega])$ which we will show to be a generating set.
Definition 3.1. The matrices $(-1),(\omega), X$, and $H$ are defined as follows:

$$
(-1)=[-1], \quad(\omega)=[\omega], \quad X=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \quad \text { and } \quad H=\frac{-\omega^{2}}{\lambda}\left[\begin{array}{ccc}
1 & 1 & 1 \\
1 & \omega & \omega^{2} \\
1 & \omega^{2} & \omega
\end{array}\right] .
$$

Definition 3.2. Let $M$ be an $m \times m$ matrix, let $m \leq n$, and let $0 \leq x_{1}<\ldots<x_{m} \leq n-1$. The $m$-level matrix $M_{\left[x_{1}, \ldots, x_{m}\right]}$ is the $n \times n$ matrix whose entries are given as follows

$$
M_{\left[x_{1}, \ldots, x_{m}\right]_{i, j}}= \begin{cases}M_{i^{\prime}, j^{\prime}} & \text { if } i=x_{i^{\prime}} \text { and } j=x_{j^{\prime}}, \\ I_{i, j} & \text { otherwise. }\end{cases}
$$

For example, for $n=4$, we have

$$
(\omega)_{[1]}=\left[\begin{array}{cccc}
1 & \cdot & \cdot & \cdot \\
\cdot & \omega & \cdot & \cdot \\
\cdot & \cdot & 1 & \cdot \\
\cdot & \cdot & \cdot & 1
\end{array}\right] \quad \text { and } \quad H_{[0,2,3]}=\frac{-\omega^{2}}{\lambda}\left[\begin{array}{ccccc}
1 & \cdot & 1 & 1 \\
\cdot & \lambda /\left(-\omega^{2}\right) & \cdot & \cdot \\
1 & \cdot & \omega & \omega^{2} \\
1 & \cdot & \omega^{2} & \omega
\end{array}\right]
$$

When applied to a vector $|u\rangle$, the matrix $(\omega)_{[1]}$ acts as $(\omega)$ on the entry of index 1 and the matrix $H_{[0,2,3]}$ acts as $H$ on the entries of index 0,2 , and 3 .
Definition 3.3. We write $\mathscr{S}_{n}$ for the subset of $\mathrm{U}_{n}(\mathbb{Z}[1 / 3, \omega])$ defined as

$$
\mathscr{S}_{n}=\left\{(-1)_{[x]},(\omega)_{[x]}, X_{[x, y]}, H_{[x, y, z]} \mid 0 \leq x<y<z \leq n-1\right\} .
$$

Lemma 3.4. Let $u_{0}, u_{1}, u_{2} \in \mathbb{Z}[\omega]$ be such that $u_{0} \not \equiv_{\lambda} 0, u_{1} \not \equiv_{\lambda} 0$, and $u_{2} \not \equiv \equiv_{\lambda} 0$. Then there exists $x_{0}, x_{1}, x_{2} \in\{0,1,2\}$ and $y_{0}, y_{1}, y_{2} \in\{0,1\}$ such that

$$
H(\omega)_{[0]}^{x_{0}}(\omega)_{[1]}^{x_{1}}(\omega)_{[2]}^{x_{2}}(-1)_{[0]}^{y_{0}}(-1)_{[1]}^{y_{1}}(-1)_{[2]}^{\left.y_{2}\right]}\left[\begin{array}{l}
u_{0} \\
u_{1} \\
u_{2}
\end{array}\right]=\left[\begin{array}{l}
u_{0}^{\prime} \\
u_{1}^{\prime} \\
u_{2}^{\prime}
\end{array}\right]
$$

for some $u_{0}^{\prime}, u_{1}^{\prime}, u_{2}^{\prime} \in \mathbb{Z}[\omega]$ such that $u_{0}^{\prime} \equiv{ }_{\lambda} 0, u_{1}^{\prime} \equiv{ }_{\lambda} 0$, and $u_{2}^{\prime} \equiv{ }_{\lambda} 0$.

Proof. Let $j \in\{0,1,2\}$. Since $u_{j} \not 三_{\lambda} 0$, we have, by Proposition $2.6, u_{j} \equiv_{3}(-1)^{w_{j}}(\omega)^{z_{j}}$. Hence, setting $y_{j}=-w_{j}$ and $x_{j}=-z_{j}$, we get $(\omega)^{x_{j}}(-1)^{y_{j}} u_{j} \equiv_{3} 1$. Therefore,

$$
(\omega)_{[0]}^{x_{0}}(\omega)_{[1]}^{x_{1}}(\omega)_{[2]}^{x_{2}}(-1)_{[0]}^{y_{0}}(-1)_{[1]}^{y_{1}}(-1)_{[2]}^{\left.y_{2}\right]}\left[\begin{array}{l}
u_{0} \\
u_{1} \\
u_{2}
\end{array}\right]=\left[\begin{array}{l}
v_{0} \\
v_{1} \\
v_{2}
\end{array}\right]
$$

for some $v_{0}, v_{1}, v_{2} \in \mathbb{Z}[\omega]$ such that $v_{0} \equiv_{3} v_{1} \equiv_{3} v_{2} \equiv_{3} 1$. The result then follows by computation, since $v_{0}+v_{1}+v_{2} \equiv_{3} v_{0}+\omega v_{1}+\omega^{2} v_{2} \equiv_{3} v_{0}+\omega^{2} v_{1}+\omega v_{2} \equiv_{3} 0$.

Lemma 3.5. Let $|u\rangle \in \mathbb{Z}[1 / 3, \omega]^{n}$ be a unit vector. If 1 de $|u\rangle=0$, then $|u\rangle= \pm \omega^{x}|j\rangle$ for some $0 \leq x \leq 2$ and some $0 \leq j \leq n-1$.

Proof. Let $|u\rangle \in \mathbb{Z}[1 / 3, \omega]^{n}$. Since lde $|u\rangle=0$, we have $|u\rangle \in \mathbb{Z}[\omega]^{n}$. Since $|u\rangle$ is a unit vector, we also have

$$
1=\langle u \mid u\rangle=\sum u_{j}^{\dagger} u_{j}
$$

with $u_{j} \in \mathbb{Z}[\omega]$. Because each $u_{j}^{\dagger} u_{j}$ is a nonnegative integer, there must be exactly one $j$ for which $u_{j}^{\dagger} u_{j}=1$, while $u_{j^{\prime}}^{\dagger} u_{j^{\prime}}=0$ for all $j^{\prime} \neq j$. If $u_{j}^{\dagger} u_{j}=1$ then $a_{j}^{2}-a_{j} b_{j}+b_{j}^{2}=1$, and this equation can only be true if $a= \pm 1$ and $b=0, a=0$ and $b= \pm 1$, or $a=b= \pm 1$. In the first case, $|u\rangle= \pm|j\rangle$, in the second case, $|u\rangle= \pm \omega|j\rangle$, and in the third case, $|u\rangle= \pm \omega^{2}|j\rangle$,

Lemma 3.6. Let $|u\rangle \in \mathbb{Z}[1 / 3, \omega]^{n}$ be a unit vector. If $\operatorname{lde}|u\rangle>0$, then there exists $G_{0}, \ldots, G_{q} \in \mathscr{S}_{n}$ such that $\operatorname{lde}\left(G_{q} \cdots G_{0}|u\rangle\right)<$ lde $|u\rangle$.

Proof. Write $|u\rangle$ as $|v\rangle / \lambda^{\ell}$, with $\ell=$ lde $|u\rangle$. Since $\langle u \mid u\rangle=1$ and $\lambda^{\dagger} \lambda=3$, we get $3^{\ell}=\langle v \mid v\rangle=\Sigma v_{j}^{\dagger} v_{j}$. Hence, $\Sigma v_{j}^{\dagger} v_{j} \equiv{ }_{\lambda} 0$. By Proposition 2.5, $v_{j}^{\dagger} v_{j}$ is either 0 or 1 modulo $\lambda$, and by Proposition 2.4, $\mathbb{Z}[\omega] /(\lambda) \cong \mathbb{Z} /(3)$. Thus, the number of $v_{j}$ such that $v_{j} \not \equiv \lambda 0$ must be a multiple of 3 . Hence, we can group the entries of $|v\rangle$ into triples and apply Lemma 3.4 to each such triple. This maps $|u\rangle$ to some $|u\rangle^{\prime}$ of lower least denominator exponent.

Lemma 3.7. Let $|u\rangle \in \mathbb{Z}[1 / 3, \omega]^{n}$ be a unit vector and let $0 \leq j \leq n-1$. Then there exists $G_{0}, \ldots, G_{q} \in \mathscr{S}_{n}$ such that $G_{q} \cdots G_{0}|u\rangle=|j\rangle$.

Proof. By induction on lde $|u\rangle$. If $\operatorname{lde}(|u\rangle)=0$, then, by Lemma 3.5, $|u\rangle= \pm \omega^{x} e_{j^{\prime}}$ for some $0 \leq j^{\prime} \leq n-1$ and some $0 \leq x \leq 2$. We can therefore reduce $|u\rangle$ to $|j\rangle$ by applying $(-1)_{\left[j^{\prime}\right]},(\omega)_{\left[j^{\prime}\right]}$, and $X_{\left[j, j^{\prime}\right]}$ or $X_{\left[j^{\prime}, j\right]}$, as needed. If lde $|u\rangle>0$, then, by Lemma 3.6, there exists $G_{p}, \ldots, G_{0} \in \mathscr{S}_{n}$ such that $\operatorname{lde}\left(G_{p} \cdots G_{0}|u\rangle\right)<$ $\operatorname{lde}(|u\rangle)$. We can then conclude by applying the induction hypothesis to $G_{p} \cdots G_{0}|u\rangle$.

Proposition 3.8. Let $U$ be an $n \times n$ matrix. Then $U \in \mathrm{U}_{n}(\mathbb{Z}[1 / 3, \omega])$ if and only if $U$ can be written as a product of elements of $\mathscr{S}_{n}$.

Proof. The right-to-left direction is immediate. For the left-to-right direction, consider the matrix $U^{\dagger} \in$ $\mathrm{U}_{n}(\mathbb{Z}[1 / 3, \omega])$. Iteratively applying Lemma 3.7 to the columns of $U^{\dagger}$ yields a sequence $G_{0}, \ldots, G_{q}$ of elements of $\mathscr{S}_{n}$ such that

$$
G_{0} G_{1} \cdots G q U^{\dagger}=I,
$$

and we can therefore write $U$ as $U=G_{0} G_{1} \cdots G_{q}$.

## 4 Exact Synthesis of Toffoli+Hadamard Circuits

Let $\mathscr{G}$ be a set of quantum gates. A unitary matrix $U$ can be represented by a circuit over $\mathscr{G}$ if there exists a circuit $C$ over $\mathscr{G}$ such that, for any state $|u\rangle$, we have $C|u\rangle=U|u\rangle$. The circuit may use ancillary qutrits, but these must start and end the computation in the same state. If that state can be arbitrary, the ancillary qutrits are said to be borrowed; if that state is required to be $|0\rangle$, the ancillary qutrits are said to be fresh. Unless otherwise specified, ancillae are assumed to be fresh. Note that if a matrix can be represented by a circuit using $m$ borrowed ancillae, then it can also be represented by a circuit using $m$ fresh ancillae.

Recall from Section 1 that the Clifford-cyclotomic gate set $\mathscr{G}_{k}$ is defined as $\mathscr{G}_{k}=\left\{X, C X, C C X, H, T_{k}\right\}$. In Appendix A we prove that $\mathscr{G}_{1}$ is equivalent to the Toffoli+Hadamard gate set, up to two borrowed ancillae and that, when $k \geq 2, \mathscr{G}_{k}$ is equivalent to the Clifford $+T_{k}$ gate set $\left\{H, S, C X, T_{k}\right\}$, up to a single borrowed ancilla. The next proposition shows that all of the elements of $\mathscr{S}_{3^{n}}$ can be represented by a circuit over $\mathscr{G}_{1}$ using no more than 2 borrowed ancillae. The proof of the proposition can be found in Appendix A.
Proposition 4.1. If $U \in \mathscr{S}_{3^{n}}$, then $U$ can be represented by a circuit over $\mathscr{G}_{1}$ using at most 2 borrowed ancillae.

Using Proposition 4.1 we are now in a position to define an exact synthesis algorithm for multiqutrit Toffoli+Hadamard circuits.
Theorem 4.2. If $U \in \mathrm{U}_{3^{n}}\left(\mathbb{Z}\left[1 / 3, \omega_{1}\right]\right)$, then $U$ can be represented by an $n$-qutrit circuit over $\mathscr{G}_{1}$ using at most 2 ancillae.

Proof. By Proposition 3.8, $\mathscr{S}_{3^{n}}$ generates $\mathrm{U}_{3^{n}}\left(\mathbb{Z}\left[1 / 3, \omega_{1}\right]\right)$. Hence, it is sufficient to show that the elements of $\mathscr{S}_{3^{n}}$ can be represented by an $n$-qutrit circuit over $\mathscr{G}_{1}$. This follows from Proposition 4.1, since if 2 borrowed ancillae suffice to construct a circuit for $U$, then 2 fresh ancillae are also sufficient for this purpose.

## 5 Catalytic Embeddings

Definition 5.1. Let $\mathscr{U}$ and $\mathscr{V}$ be collections of unitaries. An $m$-dimensional catalytic embedding of $\mathscr{U}$ into $\mathscr{V}$ is a pair $(\phi,|c\rangle)$ of a function $\phi: \mathscr{U} \rightarrow \mathscr{V}$ and a vector $|c\rangle \in \mathbb{C}^{m}$ such that if $U \in \mathscr{U}$ has dimension $n$ then $\phi(U) \in \mathscr{V}$ has dimension $n m$ and

$$
\phi(U)(|u\rangle \otimes|c\rangle)=(U|u\rangle) \otimes|c\rangle
$$

for every $|u\rangle \in \mathbb{C}^{n}$. The vector $|c\rangle$ is the catalyst of the catalytic embedding $(\phi,|c\rangle)$. We sometimes express the fact that $(\phi,|c\rangle)$ is a catalytic embedding of $\mathscr{U}$ into $\mathscr{V}$ by writing $(\phi,|c\rangle): \mathscr{U} \rightarrow \mathscr{V}$.
Definition 5.2. Let $(\phi,|c\rangle): \mathscr{U} \rightarrow \mathscr{V}$ and $\left(\phi^{\prime},|c\rangle^{\prime}\right): \mathscr{V} \rightarrow \mathscr{W}$ be catalytic embeddings of dimension $m$ and $m^{\prime}$, respectively. The concatenation of $(\phi,|c\rangle)$ and $\left(\phi^{\prime},|c\rangle^{\prime}\right)$ is the $m^{\prime} m$-dimensional catalytic embedding $\left(\phi^{\prime},|c\rangle^{\prime}\right) \circ(\phi,|c\rangle)$ defined by $\left(\phi^{\prime},|c\rangle^{\prime}\right) \circ(\phi,|c\rangle)=\left(\phi^{\prime} \circ \phi,|c\rangle \otimes|c\rangle^{\prime}\right)$.

The concatenation of catalytic embeddings is associative and the catalytic embedding ( $\left.1_{\mathscr{U}},[1]\right)$ : $\mathscr{U} \rightarrow \mathscr{U}$ acts as an identity for concatenation.
Definition 5.3. Let $k \geq 2$. We define $\Omega_{k}$ and $\left|c_{k}\right\rangle$ as

$$
\Omega_{k}=\left[\begin{array}{ccc}
\cdot & \cdot & \omega_{k-1} \\
1 & \cdot & \cdot \\
\cdot & 1 & \cdot
\end{array}\right] \quad \text { and } \quad\left|c_{k}\right\rangle=\frac{1}{\lambda}\left[\begin{array}{c}
1 \\
\omega_{k}^{-1} \\
\omega_{k}^{-2}
\end{array}\right] .
$$

The matrix $\Omega_{k}$ is unitary and the vector $\left|c_{k}\right\rangle$ is an eigenvector of $\Omega_{k}$ for eigenvalue $\omega_{k}$. Indeed, since $\omega_{k-1}=\omega_{k}^{3}$, we have

$$
\Omega_{k}\left|c_{k}\right\rangle=\frac{1}{\lambda}\left[\begin{array}{ccc}
\cdot & \cdot & \omega_{k-1}  \tag{2}\\
1 & \cdot & \cdot \\
\cdot & 1 & \cdot
\end{array}\right]\left[\begin{array}{c}
1 \\
\omega_{k}^{-1} \\
\omega_{k}^{-2}
\end{array}\right]=\frac{1}{\lambda}\left[\begin{array}{c}
\omega_{k} \\
1 \\
\omega_{k}^{-1}
\end{array}\right]=\frac{\omega_{k}}{\lambda}\left[\begin{array}{c}
1 \\
\omega_{k}^{-1} \\
\omega_{k}^{-2}
\end{array}\right]=\omega_{k}\left|c_{k}\right\rangle
$$

Now recall from Section 2.3 that, for $k \geq 2$, every $u \in \mathbb{Z}\left[1 / 3, \omega_{k}\right]$ can be written uniquely as a linear combination of the form $u=a+b \omega_{k}+c \omega_{k}^{2}$, where $a, b, c \in \mathbb{Z}\left[1 / 3, \omega_{k-1}\right]$. Therefore, every matrix $U$ over $\mathbb{Z}\left[1 / 3, \omega_{k}\right]$ can be uniquely written as $U=A+B \omega_{k}+C \omega_{k}^{2}$, where $A, B$, and $C$ are matrices over $\mathbb{Z}\left[1 / 3, \omega_{k-1}\right]$. We use this fact below to define a function $\mathrm{U}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right) \rightarrow \mathrm{U}\left(\mathbb{Z}\left[1 / 3, \omega_{k-1}\right]\right)$.
Proposition 5.4. Let $k \geq 2$. The assignment

$$
A+B \omega_{k}+C \omega_{k}^{2} \longmapsto A \otimes I+B \otimes \Omega_{k}+C \otimes \Omega_{k}^{2}
$$

defines a function $\phi_{k}: \mathrm{U}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right) \rightarrow \mathrm{U}\left(\mathbb{Z}\left[1 / 3, \omega_{k-1}\right]\right)$.
Proof. Let $U \in \mathrm{U}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right)$ and write $U$ as $U=A+B \omega_{k}+C \omega_{k}^{2}$ for some matrices $A, B$, and $C$ over $\mathbb{Z}\left[1 / 3, \omega_{k-1}\right]$. Now let $U^{\prime}=A \otimes I+B \otimes \Omega_{k}+C \otimes \Omega_{k}^{2}$. It is clear that $U^{\prime}$ is a matrix with entries in $\mathbb{Z}\left[1 / 3, \omega_{k-1}\right]$. We now show that $U^{\prime}$ is unitary. Since $U$ is unitary and since $U=A+B \omega_{k}+C \omega_{k}^{2}$, we can express the equation $U^{\dagger} U=I$ in terms of $A, B$, and $C$. Using $\omega_{k}^{\dagger}=\omega_{k-1}^{\dagger} \omega_{k}^{2}$, this yields

$$
\left(A^{\dagger} A+B^{\dagger} B+C^{\dagger} C\right)+\left(A^{\dagger} B+B^{\dagger} C+C^{\dagger} A \omega_{k-1}^{\dagger}\right) \omega_{k}+\left(A^{\dagger} C+B^{\dagger} A \omega_{k-1}^{\dagger}+C^{\dagger} B \omega_{k-1}^{\dagger}\right) \omega_{k}^{2}=I
$$

Hence, $A^{\dagger} A+B^{\dagger} B+C^{\dagger} C=I$ and $A^{\dagger} B+B^{\dagger} C+C^{\dagger} A \omega_{k-1}^{\dagger}=A^{\dagger} C+B^{\dagger} A \omega_{k-1}^{\dagger}+C^{\dagger} B \omega_{k-1}^{\dagger}=0$. Now note that $\Omega_{k}^{\dagger}=\omega_{k-1}^{\dagger} \Omega_{k}^{2}$, so that $U^{\prime \dagger} U^{\prime}$ is equal to

$$
\left(A^{\dagger} A+B^{\dagger} B+C^{\dagger} C\right) \otimes I+\left(A^{\dagger} B+B^{\dagger} C+C^{\dagger} A \omega_{k-1}^{\dagger}\right) \otimes \Omega_{k}+\left(A^{\dagger} C+B^{\dagger} A \omega_{k-1}^{\dagger}+C^{\dagger} B \omega_{k-1}^{\dagger}\right) \otimes \Omega_{k}^{2}
$$

Hence, $U^{\prime \dagger} U^{\prime}=I$. Reasoning analogously shows that $U^{\prime} U^{\prime \dagger}=I$, so that $U^{\prime}$ is indeed unitary.
Proposition 5.5. Let $k \geq 2$. The pair $\left(\phi_{k},\left|c_{k}\right\rangle\right)$ is a 3-dimensional catalytic embedding of $\mathrm{U}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right)$ into $\mathrm{U}\left(\mathbb{Z}\left[1 / 3, \omega_{k-1}\right]\right)$.

Proof. By Proposition $5.4, \phi_{k}: \mathrm{U}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right) \rightarrow \mathrm{U}\left(\mathbb{Z}\left[1 / 3, \omega_{k-1}\right]\right)$ is a function and, by construction, if $U \in \mathrm{U}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right)$ has dimension $n$, then $\phi_{k}(U)$ has dimension $3 n$. Moreover, if $|u\rangle \in \mathbb{C}^{n}$, then

$$
\begin{aligned}
\phi_{k}(U)\left(|u\rangle \otimes\left|c_{k}\right\rangle\right) & =\left(A \otimes I+B \otimes \Omega_{k}+C \otimes \Omega_{k}^{2}\right)\left(|u\rangle \otimes\left|c_{k}\right\rangle\right) \\
& =A \otimes I\left(|u\rangle \otimes\left|c_{k}\right\rangle\right)+B \otimes \Omega_{k}\left(|u\rangle \otimes\left|c_{k}\right\rangle\right)+C \otimes \Omega_{k}^{2}\left(|u\rangle \otimes\left|c_{k}\right\rangle\right) \\
& =A|u\rangle \otimes I\left|c_{k}\right\rangle+B|u\rangle \otimes \Omega_{k}\left|c_{k}\right\rangle+C|u\rangle \otimes \Omega_{k}^{2}\left|c_{k}\right\rangle \\
& =A|u\rangle \otimes\left|c_{k}\right\rangle+B|u\rangle \otimes \omega_{k}\left|c_{k}\right\rangle+C|u\rangle \otimes \omega_{k}^{2}\left|c_{k}\right\rangle \\
& =A|u\rangle \otimes\left|c_{k}\right\rangle+\omega_{k} B|u\rangle \otimes\left|c_{k}\right\rangle+\omega_{k}^{2} C|u\rangle \otimes\left|c_{k}\right\rangle \\
& =\left(A|u\rangle+\omega_{k} B|u\rangle+\omega_{k}^{2} C|u\rangle\right) \otimes\left|c_{k}\right\rangle \\
& =(U|u\rangle) \otimes\left|c_{k}\right\rangle
\end{aligned}
$$

Hence, $\left(\phi_{k},\left|c_{k}\right\rangle\right)$ is a catalytic embedding.

Remark 5.6. The catalytic embedding constructed in Proposition 5.4 and Proposition 5.5 takes advantage of the fact that the matrix $\Omega_{k}$ and the algebraic number $\omega_{k}$ have many properties in common. Importantly, the polynomial $x^{3}-\omega_{k-1}$ is both the characteristic polynomial of $\Omega_{k}$ and the minimal polynomial of $\omega_{k}$ over the ring $\mathbb{Z}\left[1 / 3, \omega_{k-1}\right]$. This construction generalizes to many other rings of interest (see [1]).
Corollary 5.7. Let $k \geq 2$. There is a $3^{k-1}$-dimensional catalytic embedding $(\phi,|c\rangle): \mathrm{U}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right) \rightarrow$ $\mathrm{U}(\mathbb{Z}[1 / 3, \omega])$.

Proof. Applying Proposition 5.5 repeatedly yields a sequence of catalytic embeddings

$$
\mathrm{U}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right) \xrightarrow{\left(\phi_{k},\left|c_{k}\right\rangle\right)} \cdots \xrightarrow{\left(\phi_{3},\left|c_{3}\right\rangle\right)} \mathrm{U}\left(\mathbb{Z}\left[1 / 3, \omega_{2}\right]\right) \xrightarrow{\left(\phi_{2},\left|c_{2}\right\rangle\right)} \mathrm{U}(\mathbb{Z}[1 / 3, \omega]) .
$$

Concatenating the catalytic embeddings in this sequence yields the desired result.
Note that the catalyst $|c\rangle$ in the catalytic embedding $(\phi,|c\rangle)$ of Corollary 5.7 is the product state $|c\rangle=\left|c_{2}\right\rangle \otimes \cdots \otimes\left|c_{k}\right\rangle$.

## 6 Exact Synthesis of Clifford-Cyclotomic Circuits

We can now prove our main result, which will follow straightforwardly from the results of Sections 3, 4 and 5.
Proposition 6.1. Let $k \geq 2$. If $U \in \mathrm{U}_{3^{n}}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right)$, then $U$ can be represented by an $n$-qutrit circuit over $\mathscr{G}_{k}$ using at most $k+1$ ancillae.

Proof. Let $U \in \mathrm{U}_{3^{n}}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right)$ and let $(\phi,|c\rangle)$ be the catalytic embedding constructed in Corollary 5.7, with $|c\rangle=\left|c_{2}\right\rangle \otimes \cdots \otimes\left|c_{k}\right\rangle$. We then have $\phi(U) \in \mathrm{U}_{3^{n+k-1}}(\mathbb{Z}[1 / 3, \omega])$, so that, by Theorem 4.2, $\phi(U)$ can be represented by an $(n+k-1)$-qutrit circuit $C$ over $\mathscr{G}_{1}$ using at most 2 fresh ancillae. By Definition 5.1, the action of $\phi(U)$ on an input of the form $|u\rangle \otimes\left|c_{2}\right\rangle \otimes \cdots \otimes\left|c_{k}\right\rangle$ can be depicted as below (where the ancillary qutrits used in $C$, if any, are omitted).


But, for $2 \leq \ell \leq k$, we have $\left|c_{\ell}\right\rangle=T_{\ell}^{\dagger} H|0\rangle$ and $T_{\ell}^{\dagger}=\left(T_{k}^{\dagger}\right)^{3^{k-\ell}}$. Hence, we can construct the following circuit over $\mathscr{G}_{k}$.


Since all of the ancillae in $D$ (including the ancillae potentially present in $C$ ) start and end the computation in the $|0\rangle$ state, then $D$ is a circuit over $\mathscr{G}_{k}$ which represents $U$ and uses at most $k+1$ (fresh) ancillae, as desired.

Remark 6.2. The circuit constructed in Proposition 6.1 actually use $k-1$ fresh ancillae and no more than 2 borrowed ancillae. For brevity, we simply stated the proposition in terms of fresh ancillae. One can amend the constructions in Appendix A to reduce the total ancilla-count from $k+1$ to $k$, at the cost of requiring all ancillae to be fresh.

Theorem 6.3. Let $k \geq 1$ and let $U$ be a $3^{n} \times 3^{n}$ unitary matrix. Then $U$ can be represented by an $n$ qutrit circuit over $\mathscr{G}_{k}$ if and only if $U \in \mathrm{U}_{3^{n}}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right)$. Moreover, $k+1$ ancillae are always sufficient to construct a circuit for $U$.

Proof. The left-to-right direction is a consequence of the fact that the entries of the elements of $\mathscr{G}_{k}$ lie in the ring $\mathbb{Z}\left[1 / 3, \omega_{k}\right]$. The right-to-left direction is given by Theorem 4.2 and Proposition 6.1.

## 7 Circuit Complexity

The proof of Theorem 6.3 is constructive: it provides an algorithm to construct a circuit for a given matrix. In this section, we briefly discuss the complexity of the resulting circuit, reasoning as in [3, 12]. We start by considering Proposition 3.8 before turning to Theorem 6.3.
Lemma 7.1. Let $U \in \mathrm{U}_{m}(\mathbb{Z}[1 / 3, \omega])$ and let $\ell=\operatorname{lde}(U)$. The algorithm of Proposition 3.8 expresses $U$ as a product of $O\left(2^{m} \ell\right)$ elements of $\mathscr{S}_{m}$ in the worst case.

Proof. Consider the first column of $U$. In the worst case, its least denominator exponent is $\ell$. To reduce this least denominator exponent by one requires $O(m)$ operations. Hence, reducing the first column of $U$ completely requires $O(\ell m)$ operations in the worst case. The reduction of the first column may increase the least denominator exponent of the second column from $\ell$ to $2 \ell$, since each entry of the second column may be affected by up to $\ell 3$-level matrices in the course of this first reduction. Once the first column has been reduced, the second column may still have $m-1$ nonzero entries. Reducing the second column will hence require $O(2 \ell(m-1))$ operations in the worst case. In general, reducing the $j$-th column will require $O\left(2^{j-1} \ell(m-j)\right)$ operations in the worst case so that the overall reduction of $U$ requires at most

$$
O\left(\sum_{i=0}^{n-1} 2^{i} \ell(m-i)\right)
$$

operations. Simplifying the resulting sum yields a total of $O\left(2^{m} \ell\right)$ operations.
Theorem 7.2. Let $U \in \mathrm{U}_{3^{n}}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right)$ and let $\ell=\operatorname{lde}(U)$. The algorithm of Theorem 6.3 represents $U$ as a circuit of $O\left((n+k) 2^{3^{n+k-1}} \ell\right)$ gates in the worst case.

Proof. The algorithm of Theorem 6.3 uses the catalytic embedding $(\phi,|c\rangle)$ of Corollary 5.7 to construct a matrix $\phi(U)$ over $\mathbb{Z}[1 / 3, \omega]$. The dimension of $\phi(U)$ is $3^{n+k-1}$ and its least denominator exponent is no more than $\ell$. Hence, by Lemma 7.1, the algorithm of Proposition 3.8 will express $\phi(U)$ as a product of no more than $O\left(2^{3^{n+k-1}} \ell\right)$ elements of $\mathscr{S}_{3^{n+k-1}}$. It follows from the circuit constructions given in Appendix A, that each element of $\mathscr{S}_{3^{n+k-1}}$ can be represented by a circuit consisting of $O(n+k)$ gates. Hence, the circuit produced by Theorem 6.3 consists of no more than $O\left((n+k) 2^{3^{n+k-1}} \ell\right)$ gates.

## 8 Conclusion

We showed that the matrices that can be exactly represented by an $n$-qutrit circuit over the Cliffordcyclotomic gate set of degree $3^{k}$ are precisely the elements of $\mathrm{U}_{3^{n}}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right)$. Moreover, we showed that no more than $k+1$ ancillae are required to construct a circuit for an element of $\mathrm{U}_{3^{n}}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right)$.

Our proof contains an algorithm for synthesizing a circuit over $\mathscr{G}_{k}$, given a matrix in $\mathrm{U}_{3^{n}}\left(\mathbb{Z}\left[1 / 3, \omega_{k}\right]\right)$. However, the circuits constructed in this way are very large and their optimization is a promising direction for future research. It would be interesting to reduce the gate-complexity of the circuits produced by Theorem 6.3. The techniques employed in [3,22] for the synthesis of multiqubit Toffoli+Hadamard and Clifford $+T$ circuits are likely to apply in the qutrit context as well. Similarly, it would also be interesting to reduce the number of ancillae used by the algorithm. As Appendix A shows, some of the ancillae can be removed by choosing a slightly different gate set, but the bulk of the ancillae come from the use of catalytic embeddings, so a different synthesis technique may be required for more significant savings. Along this line of inquiry, it would be interesting to characterize the matrices that can be represented by ancilla-free circuits. Such characterizations exist for qubit matrices [4, 12], but are likely to be different for qutrits [32].

Finally, a natural generalization of this work would be to consider higher-dimensional qudits. However, preliminary research suggests that the techniques used here and in [2] might not adapt straightforwardly to primes larger than 3 . While it stands to reason that some version of our results should continue to hold for larger prime dimensions, proving this to be the case might require new ideas.
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## A Circuit Constructions

In this appendix, we show that the Clifford-cyclotomic gate set $\mathscr{G}_{k}$ is equivalent to the Clifford $+T_{k}$ gate set when $k \geq 2$, we give a construction of the $C X$ gate over the $\{X, C C X, H\}$ gate set, and we provide a proof of Proposition 4.1. In addition, we show that the matrices $(-1)_{[x]},\left(\omega_{k}\right)_{[x]}, X_{\left[x_{1}, x_{2}\right]}$, and $H_{\left[x_{1}, x_{2}, x_{3}\right]}$ can be represented by circuits over the $\mathscr{G}_{k}$ gate set using at most $k$ borrowed ancillae. The constructions in this appendix are exact (i.e., not up to a global or relative phase). Implementations of our constructions, for a fixed number of controls, are available at https://github.com/lia-approves/qutrit-Cli fford-cyclotomic.

## A. 1 Gate Set Equivalences

Recall from Section 1 that the qutrit Toffoli (or $C C X$ ) gate acts on computational basis states as

$$
|x, y, z\rangle \mapsto|x, y, z+x y\rangle,
$$

where the arithmetic operations are performed modulo 3. In higher prime dimension $d$, the Toffoli gate is defined similarly, except that the arithmetic operations are performed modulo $d$. The Toffoli gate can be represented in the qupit ZH -calculus [27] as below.


In Equation (3), $\Lambda$ denotes the following type of control: if $U$ is a unitary and $|c\rangle$ and $|t\rangle$ are computational basis states, then $\Lambda(U)|c\rangle|t\rangle=|c\rangle \otimes\left(U^{c}|t\rangle\right)$. In particular, $\Lambda(X)$ is the $C X$ gate and $\Lambda(\Lambda(X))=\Lambda(C X)$ is the $C C X$ gate.

We now recall the definition of the $|0\rangle$-controlled $X$ gate, which applies an $X$ gate to its target if and only if its control is in the state $|0\rangle$ [27].
Definition A.1. Let $d$ be a prime. The qudit $|0\rangle$-controlled $X$ gate acts on computational basis states as

$$
|c, t\rangle \mapsto \begin{cases}|c, t+1\rangle & \text { if } c=0, \text { and } \\ |c, t\rangle & \text { otherwise },\end{cases}
$$

where arithmetic is performed modulo $d$.
Remarkably, when $d$ is a prime greater than 2, the $X$ gate and the $|0\rangle$-controlled $X$ gate suffices to generate all of the $d$-ary classical reversible gates [27]. Moreover, as was shown in [28,32], when $d=3$, no ancillary qutrits are needed for this purpose. In contrast, there is no collection of reversible one and two-qubit gates that suffices to generate all of the binary reversible gates.
Theorem A. 2 ([32], Theorem 2). Any ternary classical reversible function $f:\{0,1,2\}^{n} \rightarrow\{0,1,2\}^{n}$ can be represented by an ancilla-free circuit of $X$ and $|0\rangle$-controlled $X$ gates.

Here, we only need multiply-controlled Toffoli gates, which can be built with a gate count linear in the number of controls, as in [27,34]. The constructions of [27,34] use no more borrowed ancillae than there are controls. They can be made into ancilla-free constructions by building Toffoli gates with $n / 2$ controls using at most $n / 2$ borrowed ancillae. Following [32], one can then combine six of these Toffoli gates with $n / 2$ controls to construct a Toffoli gate with $n-1$ controls, and then combine 3 of these Toffoli gates with $n-1$ controls to add the final control.

We now show that the $C X$ gate can be represented by a circuit over $\{X, C C X, H\}$.

Lemma A.3. The gate sets $\{X, C X, C C X, H\}$ and $\{X, C C X, H\}$ are equivalent up to a single borrowed ancilla.

Proof. The circuit below represents the $C X$ gate using a single borrowed ancilla.


Proposition A.4. Let $C_{|0\rangle} X$ denote the qutrit $|0\rangle$-controlled $X$ gate. Then the gate sets $\{X, C C X, H\}$ and $\left\{X, C_{|0\rangle} X, H\right\}$ are equivalent up to a single borrowed ancilla.

Proof. The gates $X$ and $C C X$ are ternary classical reversible functions. Hence, by Theorem A.2, they can both be represented by a circuit over $\left\{X, C_{|0\rangle} X, H\right\}$. Thus, every matrix that can be represented by a circuit over $\{X, C C X, H\}$ can be represented by a circuit over $\left\{X, C_{|0\rangle} X, H\right\}$. Conversely, we have

where $x, y, z \in\{0,1,2\}$ are input qutrit computational basis states and the basis state on a wire is updated whenever it is changed by the circuit. The $\neg 0$ on the left-hand side of Equation (4) indicates that the $X$ gate is applied when the control is not in the state $|0\rangle$. To see that Equation (4) holds, note that $x^{2}=1$ for $x \neq 0$ so that $z+x^{2}$ is indeed the desired state. Moreover, we have

$$
\begin{equation*}
\stackrel{-0}{-\sqrt{x^{\dagger}-x}-\sqrt{x}}=\prod_{-\underline{x}-}^{-0-} \tag{5}
\end{equation*}
$$

Therefore, multiplying the inverse of the circuit on the right-hand side of Equation (4) by an $X$ gate yields a representation of the $C_{00\rangle} X$ over the gate $\{X, C C X, H\}$ by Lemma A.3. Hence, every matrix that can be represented by a circuit over $\left\{X, C_{|0\rangle} X, H\right\}$ can be represented by a circuit over $\{X, C C X, H\}$ using a single borrowed ancilla.

Remark A.5. The construction in Proposition A. 4 can be explained (and, in fact, was found) using the qupit ZH-calculus [27]. In the qupit ZH-calculus, we have
where the $d-1$ label indicates there are $d-1$ number of wires in parallel. We then get the following construction of the $|\neg 0\rangle$-controlled $X$ gate:


The post-selected circuit in Equation (7) can be made deterministic by adding a $C X^{\dagger}$ gate for uncomputation, which yields a construction requiring a fresh ancilla:


The construction is then modified in order to work with a borrowed ancilla, which yields the circuit in Equation (4).

By Lemma A. 3 and Proposition A.4, the gate set $\mathscr{G}_{1}$ is equivalent (up to a borrowed ancilla) to the gate set consisting of the $X$ gate, the $|0\rangle$-controlled $X$ gate, and the Hadamard gate. Hence, by Theorem A.2, any ternary classical reversible function can be represented by a circuit over $\mathscr{G}_{1}$ using at most one borrowed ancilla.

We now show that, when $k \geq 2$, the Clifford-cyclotomic gate set of degree $3^{k}$ is equivalent, up to a borrowed ancilla, to the Clifford $+T_{k}$ gate set. We take advantage of some constructions from [8] (see, in particular, Figure 6 in [8]).
Lemma A.6. We have:


Lemma A.7. We have:


Proposition A.8. When $k \geq 2$, the Clifford-cyclotomic gate set $\mathscr{G}_{k}$ is equivalent to the Clifford $+T_{k}$ gate set up to a single borrowed ancilla.

Proof. Recall that $\mathscr{G}_{k}=\left\{X, C X, C C X, H, T_{k}\right\}$ and that Clifford $+T_{k}=\left\{H, S, C X, T_{k}\right\}$. To prove the proposition, we therefore need to show that the $S$ gate can be represented by a circuit over $\mathscr{G}_{k}$ and that the $X$ and $C C X$ gates can be represented by Clifford $+T_{k}$ circuits. That the $S$ gate can be represented by a circuit over $\mathscr{G}_{k}$ follows from Lemma A. 7 and the fact that $T_{2}=T_{k}^{3^{k-2}}$. That the $X$ can be represented by a Clifford $+T_{k}$ circuit simply follows from the fact that $X=H^{\dagger} T_{2}^{3} H$. That the $C C X$ gate can be represented by a Clifford $+T_{k}$ circuit follows from Lemma A. 6 and Theorem A.2.

The propositions above show that there is some flexibility in the definition of Clifford-cyclotomic gate sets and, in particular, that the gate set $\left\{X, C X, C C X, H, T_{k}\right\}$ is by no means minimal.

## A. 2 Circuit Representations for the Elements of $\mathscr{S}_{3^{n}}$

We now provide explicit constructions for the elements of $\mathscr{S}_{3^{n}}$. We focus on the matrices in $\mathscr{S}_{3^{n}}$ where, writing each computational basis state on $n$ qutrits as $n$ trits, the levels are chosen to be those with the greatest value (taking the last qutrit to have the least significant trit). Indeed, these constructions can then be adapted to arbitrary levels by conjugating them by ternary classical reversible circuits using Theorem A. 2 and Proposition A. 4.

By Theorem A. 2 and Proposition A.4, the multiply-controlled $X$ gate can be expressed as a circuit over $\mathscr{G}_{1}$ using a single borrowed ancilla. We can therefore express the multiply-controlled $Z$ gate as well, since $Z^{\dagger}=H X H^{\dagger}$.

Lemma A.9. We have:


From this and the fact that $(\omega)_{[2]}=S$ when acting on a single qutrit, we can construct the 1 -level matrix $(\omega)_{[x]}$ using a single borrowed ancilla.
Lemma A.10. We have:


The next two lemmas let us construct the 1 -level matrix $(-1)_{[x]}$. When acting on a single qutrit, this is the $(-1)_{[2]}=\operatorname{diag}(1,1,-1)$ gate. This gate is also known as the metaplectic gate $[6,8,11]$ and in earlier work, we referred to this gate as the $R$ gate [14].
Lemma A.11. We have:


Lemma A.12. We have:


We can now synthesize the 3-level matrix $H_{\left[x_{1}, x_{2}, x_{3}\right]}$ matrix over $\mathscr{G}_{1}$. To do this, apply Lemma A. 11 as well as the appropriate controlled global phase correction: a product of 1-level $\omega_{[x]}$ matrices and $(-1)_{[x]}$ matrices.
Lemma A.13. We have:

$=$


We have now constructed all of the required 1-, 2-, and 3-level matrices (up to a permutation). We can therefore prove Proposition 4.1, which we restate below, making the ancilla requirements explicit.
Proposition. If $U \in \mathscr{S}_{3^{n}}$, then $U$ can be represented by a circuit over $\mathscr{G}_{1}$ using at most 2 borrowed ancillae. Explicitly,

- $(-1)_{[x]}$ requires 2 borrowed ancillae,
- $(\omega)_{[x]}$ requires 1 borrowed ancillae,
- $X_{\left[x_{1}, x_{2}\right]}$ requires 1 borrowed ancilla, and
- $H_{\left[x_{1}, x_{2}, x_{3}\right]}$ requires 1 borrowed ancillae.

Proof. This follows from Lemmas A.3, A.10, A. 12 and A.13, Proposition A.4, and Theorem A.2.
The number of ancillae required to represent the elements of $\mathscr{S}_{3^{n}}$ is, to a certain extent, an artifact of the choice of gate set. For example, including the $|0\rangle$-controlled $X$ gate to the gate set would lower the ancilla-count for some of the elements of $\mathscr{S}_{3^{n}}$.

The proposition above shows that the matrices that can be represented by a multiqutrit circuit over the Clifford $+(-1)_{[2]}$ gate set (also known as the Clifford $+R$ or the metaplectic gate set) are a subset of those representable by a circuit over $\mathscr{G}_{1}$. At the time of writing, we do not know whether this inclusion is strict, although the conjecture in [7] that not all ternary classical reversible gates can be exactly represented over the Clifford $+(-1)_{[2]}$ gate set lends credence to this idea.

If a matrix can be represented by a circuit over $\mathscr{G}_{k}$, it can also be represented by a circuit over $\mathscr{G}_{k+1}$. It therefore follows from the proposition above that all of the elements of $\mathscr{S}_{3^{n}}$ can be represented by a circuit over $\mathscr{G}_{2}$. We close this appendix by showing that the 1-level matrix $\left(\omega_{2}\right)_{[x]}$ can be represented by a circuit over $\mathscr{G}_{2}$ and by providing further generalizations of the above constructions. This paves the way for a direct proof of exact synthesis for Clifford $+T$ circuits (rather than the more indirect one using catalytic embeddings, as in Theorem 6.3). Over $\mathscr{G}_{2}$, the ancilla requirements are lowered, since the $|0\rangle$ controlled $X$ gate can be represented by an ancilla-free circuit by Lemma A.6. To construct $\left(\omega_{2}\right)_{[x]}$, we first build a modification of $(\omega)_{[x]}$ which differs by a controlled global phase of $\omega_{2}$.
Lemma A.14. We have:


We note that unlike the construction in Lemma A. 10 which required one (additional) borrowed ancilla, this construction requires no (additional) borrowed ancillae. By combining the construction of Lemma A. 14 and that of Lemma A.13, we can therefore represent $H_{\left[x_{1}, x_{2}, x_{3}\right]}$ without ancillae. Similarly, by combining the construction of Lemma A. 14 and that of Lemma A.12, we can represent $(-1)_{[x]}$ using a single borrowed ancillae. Finally, $\left(\omega_{2}\right)_{[x]}$ can be constructed as in the next lemma using 2 borrowed ancillae.
Lemma A.15. We have:


Proposition A.16. The 1-, 2-, and 3-level matrices $(-1)_{[x]},\left(\omega_{2}\right)_{[x]}, X_{\left[x_{1}, x_{2}\right]}$, and $H_{\left[x_{1}, x_{2}, x_{3}\right]}$ can be represented by a circuit over $\mathscr{G}_{2}$ using at most 2 borrowed ancillae. Explicitly,

- $(-1)_{[x]}$ requires 1 borrowed ancilla,
- $\left(\omega_{2}\right)_{[x]}$ requires 2 borrowed ancillae,
- $X_{\left[x_{1}, x_{2}\right]}$ requires 0 borrowed ancillae, and
- $H_{\left[x_{1}, x_{2}, x_{3}\right]}$ requires 0 borrowed ancillae.

Proof. This follows from Lemmas A.6, A.12, A. 13, A. 14 and A. 15 and Theorem A.2.
We can generalize the above construction to Clifford-cyclotomic gate sets of higher degree.
Proposition A.17. Let $k \geq 1$. The 1-level matrix $\left(\omega_{k}\right)_{[x]}$ can be represented by a circuit over $\mathscr{G}_{k}$ using $k$ borrowed ancillae.

Proof. First, we build the multiply-controlled $M$ gate, where $M=\operatorname{diag}\left(1, \omega_{k}, \omega_{k}^{\dagger}\right)$.


Then, we can build the multiply-controlled one-qutrit gate $\omega_{k}\left(\omega_{k-1}\right)_{[2]}^{\dagger}=\omega_{k} \operatorname{diag}\left(1,1, \omega_{k-1}^{\dagger}\right)$.


Finally, we can combine this with the multiply-controlled one-qutrit gate $\left(\omega_{k-1}\right)_{[2]}=\operatorname{diag}\left(1,1, \omega_{k-1}\right)$ to get $\left(\omega_{k}\right)_{[2 \ldots 2]}$.


Since a single borrowed ancilla suffices to build ( $\omega$ ) and 2 borrowed ancillae suffice to build ( $\omega_{2}$ ), the above equation shows that $k$ ancillae suffice to build ( $\omega_{k}$ ).

