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1. September 8: Review and quick definitions

In this section we review classical linear algebra and introduce the notion of representation.
N.B. Unless otherwise specified, all the vector spaces will be over C.

Definition 1. Let V be a C-vector space.
(i) A linear operator ϕ on V is a linear map ϕ : V → V .
(ii) We define GL(V ) to be the set of invertible linear operators on V .

(iii) We define GLn(C) be the set of invertible n× n matrices over C.

Proposition 2. Let V be a C-vector space.
(i) If dimC V = n, then V ∼= Cn.

(ii) If B = {b1, b2, . . . , bn} is a basis for V and v ∈ V , then there exist a unique
(z1, . . . , zn) ∈ Cn so that v = z1b1 + z2b2 + · · ·+ znbn.

(iii) If fB : V → Cn is defined by fB(v) = [v]B = (z1, z2, . . . , zn), then fB is a vector
space isomorphism, and every isomorphism V ∼= Cn is of this form.

Suppose that h : V ∼= W is an isomorphism (as vector spaces). Then h “lifts” in a natural
way to an isomorphism h∗ : GL(V ) → GL(W ). Note that, if f ∈ GL(V ) and g ∈ GL(W )
and h∗(f) = g, then the diagram

V
h−−−→ W

f

x yg
V ←−−−

h−1
W

must commute, hence h∗(f) = h ◦ f ◦ h−1.

Proposition 3. h∗ is a group isomorphism.

Proof. To prove that h∗ is bijective, it suffices to find an inverse for each element g ∈ GL(W ).
The commutative diagram above implies that h−1 ◦ g ◦ h ∈ GL(V ) is the inverse: indeed, we
have h∗(h−1 ◦ g ◦h) = h ◦ (h−1 ◦ g ◦h) ◦h−1 = g. To show that h∗ is a group homomorphism,
note that h∗(f) ◦ h∗(g) = (h−1 ◦ f ◦ h) ◦ (h−1 ◦ g ◦ h) = h−1 ◦ (f ◦ g) ◦ h = h∗(f ◦ g), as
required. �
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Corollary 1. If dim(V ) = n, then GL(V ) ∼= GL(Cn).

Proof. Apply Proposition 3 and the fact that V ∼= Cn. �

Recall the correspondence between linear operators on V and n-by-n matrices over C
(classical linear algebra fact!). Given an n × n matrix M ∈ Mn(C), define LM : Cn → Cn

be the linear operator represented by the matrix M (with respect to the standard basis,
WLOG), i.e., LM(v) = Mv. Recall also that LM is linear and invertible if and only if M
is an invertible matrix. Note that, to show that GLn(C) ∼= V for any V with dimC V = n,
we need to have GLn(C) ∼= GL(Cn). And this relationship between the linear operators and
the matrices gives us the group isomorphism we are looking for.

Proposition 4. Let L : GLn(C) → GL(Cn) be the map defined as M 7→ LM . Then L is a
group isomorphism from GLn(C) to GL(Cn).

Proof. First we show that L is bijective by explicitly constructing its inverse, L−1. Let
E = {e1, e2, . . . , en} be the standard basis of Cn. Given f ∈ GL(Cn), we define

Mf :=

 ↑ ↑ ↑ · · · ↑
f(e1) f(e2) f(e3) · · · f(en)
↓ ↓ ↓ · · · ↓

 ,

which is the matrix representing f , with respect to the standard basis. Note that Mf is
unique (up to a basis), since Mf ’s action is determined entirely by its action on each basis
element. Define L−1 : GL(Cn) → GLn(C) as f 7→ Mf . Now we prove that L is a group
homomorphism. This follows from the fact that LMN = LM ◦ LN , i.e., L(MN) = LMN =
LM ◦ LN = L(M) ◦ L(N), as required. �

Corollary 2. If dimC V = n, then GLn(C) ∼= GL(V ).

Proof. Follows from Propositions 3 and 4. �

Definition 5. Let G be a group.
(i) A linear representation of G is a pair (V, ρ) where:

(a) V is a vector space (over C); and
(b) ρ is a group homomorphism from G to GL(V ).

(ii) The degree of a representation is dim(V ).
For the sake of notational cleanness, we shall write ρ(g) as ρg for each g ∈ G.

Observe that Definition 5 formulates a linear representation from the perspective of an
“action” of a group on the space of linear operators. The following alternate definition of
linear representations focuses on the behaviour of the map ρ itself:

Definition 6. A linear representation of G is a vector space over C together with a family
of linear bijections (ρg = g ∈ G) such that if g1g2 = g, then ρg1 ◦ ρg2 = ρg.

Proposition 7. Definitions 5 and 6 are equivalent.

Proof. (6 ⇒ 5) This is immediate, since g1g2 = g ⇒ ρg1 ◦ ρg2 = ρg implies that ρ is a group
homomorphism.
(5⇒ 6) Since ρ is a group homomorphism, we have ρ(g1g2) = ρ(g1) ◦ ρ(g2), as desired. That
each ρg is a linear bijection follows from the fact that ρg is a invertible linear operator for
all g ∈ G. �
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2. September 9

2.1. Examples of representations.

Example 1. Consider C6, cyclic group of order 6. In this example we will construct a repre-
sentation of degree 2. Start off with a linear map L : C2 → C2 which maps

(
1
0

)
7→
(

0
1

)
and(

0
1

)
7→
( −w
−w2

)
, where w denotes a primitive cubic root of unity. Thus the matrix representation

of L (call it ML) is

ML :=

(
0 −w
1 −w2

)
.

One can calculate that M3
L = I, hence L3 = idC2 . Hence, the map ρ satisfying the following

forms a C6-representation (C2, ρ) (one can verify that ρ is indeed a group homomorphism):

0, 3 7→ idC2

1, 4 7→ L

2, 5 7→ L2.

Alternatively, one can write this representation in the following way: (C2, (id, L, L2, id, L, L2)).

Example 2. In this example, we consider a permutation group S3. For each π ∈ S3, define
ρπ : C3 → C3 by

ρπ(z1, z2, z3) := (zπ−1(1), zπ−1(2), zπ−1(3)).

Observe that ρπ is indeed a linear map: ρπ can be expressed using a matrix, namely the
identity matrix with columns permuted by π−1. For instance, if π = (123), then we have
ρπ(z1, z2, z3) = (z3, z1, z2) and 0 0 1

1 0 0
0 1 0

 z1

z2

z3

 =

 z3

z1

z2

 ,

which is what we would expect. As we would expect from the matrices, each ρπ is invertible.
Now it remains to show that (C3, (ρπ : π ∈ S3)) is a representation of S3. That is, we need
to show that ρ is a group homomorphism from S3 to GL(C3).

It is helpful to think of each element of z ∈ C3 as a map z : {1, 2, 3} → C (for instance,
(1, 2, 3) 7→ (z1, z2, z3)). We claim that ρπ ◦ z = z ◦ π−1. Indeed, in the case of π = (123), we
have ρπ(z)(1) = ρπ(z1, z2, z3)(1) = (z3, z1, z2)(1) = z3 and z ◦ π−1(1) = (z1, z2, z3)(3) = z3, as
desired. Do this for other elements and each π to verify the claim.

Now for any λ, π ∈ S3 and z ∈ C3, we need to prove that ρλ◦π = ρλ ◦ ρπ, which is
enough to show that ρ is a group homomorphism. Indeed, we have ρλ◦π(z) = z ◦ (λ ◦ π)−1 =
z ◦ π−1 ◦ λ−1 = (z ◦ π−1) ◦ λ−1 = ρπ(z) ◦ λ−1 = ρλ(ρπ(z)) = (ρλ ◦ ρπ)(z), as required.

Definition 8. Suppose (V, ρ) and (W,λ) are two representation of the same group G. Then
a morphism (also called an intertwining or a G-linear map) from (V, ρ) to (W,λ) is a linear
map h : V → W which preserves the operators ρg and σg in the following sense: for each
g ∈ G and for all v ∈ V , we have h ◦ ρg(v) = σg ◦ h(v) for all g ∈ G. Also, if h is an
isomorphism, then we define h∗ : GL(V )→ GL(W ) as ρg 7→ h ◦ ρg ◦ h−1 = σg.

Definition 9. A bijective homomorphism is called an isomorphism.
3



Lemma 1. Suppose (V, ρ) is a representation of G and h : V ∼= W is some vector space
isomorphism. Suppose h∗ : GL(V )→ GL(W ) is the “conjugation” isomorphism. Then:

(1) (W,h∗ ◦ ρ) is a representation of G.
(2) (V, ρ) ∼= (W,h∗ ◦ ρ =: σ).

Proof. The first part follows from the fact that h∗ is an isomorphism, as it implies that
h∗ ◦ ρ is a group homomorphism. As for the second part, we start with h isomorphism.
First, observe that σg = h∗ ◦ ρ(g) = h∗(ρg). For any g ∈ G, we have σg ◦ h = h∗(ρg) ◦ h =
(h ◦ ρg ◦ h−1) ◦ h = h ◦ ρg, as required. �

Corollary 3. Every representation (V, ρ) of degree n is isomorphic to (Cn, σ) for some σ.

Proof. Use the linear map fB : V → Cn for basis B and apply the previous lemma. �

3. September 11

Definition 10. Suppose (V, ρ) is a representation of G and W ≤ V . Then
(i) W is G-invariant or G-stable if ρg(W ) ⊆ W for all g ∈ G.
(ii) If W is G-invariant, then ρ|W denotes the map with domain G given by (ρ|W )(g) =

ρg|W .

Lemma 2. If (V, ρ) of G and W is a G-invariant subspace of V , then (W, ρ|W ) is a repre-
sentation of G.

Proof. We need to prove that ρ|W : G → GL(W ) is a homomorphism. For this, we need to
verify the multiplicativity of ρ|W . (Need to fill in the details!)

To prove that ρ|W is bijective, we note that ρg is a bijection, so ρg|W is injective. For
subjectivity, use the fact that W is G-invariant, and that g−1 ∈ G: ρg−1(W ) ⊂ W , hence
W ⊂ ρg(W ). Thus, ρg(W ) = W , as required. �

4. September 15 & 16: Proof of Maschke’s theorem and irreducible
representations

Recall that if (W0, ρ), (W1, σ) are representations of G, then (W0, ρ)⊕ (W1, σ) is the rep-
resentation (V, ρ⊕ σ) where:

• V = W0 ⊕W1

• (ρ ⊕ σ)g = ρg ⊕ σg : V → V given by (ρg ⊕ σg)(w0 + w1) = ρg(w0) + σg(w1) where
wi ∈ Wi.

Example 3 (Representation of Z/6Z). (C2, ρ) = (C2, (idC2 , L, L2, idC2 , L, L2)) where L : C2 →
C2 defined by (

0 −ω
1 −ω2

)
,

where ω = e2πi/3. In fact, this matrix is diagonalizable, with eigenvalues 1 and ω. If E1 and
Eω are the eigenspaces, then C2 ∼= E1 ⊕ Eω, and E1 and Eω are Z/6Z-invariant. This gives
us the decomposition

(C2, ρ) = (E1, ρ|E1)⊕ (Eω, ρ|Eω). (1)

We want to know what (E1, ρ|E1) and (Eω, ρ|Eω) signify. To start off, examine each map.
Then ρ|E1 maps (0, 1, 2, 3, 4, 5) 7→ (idE1 , L|E1 , L

2|E1 , idE1 , L|E1 , L
2|E1). But since L|E1 =

L2|E1 = idE1 , we see that (E1, ρ|E1) is the trivial representation, i.e., ∼= (C, τ).
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As for ρ|Eω , we see that ρ|Eω is a multiplication map (by ω). Thus (Eω, ρ|Eω) ∼= (C, σ)
where σ(a) = multiplication map by ωa mod 3. Thus (C2, ρ) ∼= (C, τ)⊕ (C, σ).

Note that (1) can be stated in a more general way:

Lemma 3. Suppose that (V, ρ) is a representation of G. If V = W0 ⊕W1 and both W0,W1

are G-invariant. Then (V, ρ) = (W0, ρ|W0)⊕ (W1, ρ|W1).

Definition 11. A representation (V, ρ) ofG is irreducible if V 6= {0} and V has no non-trivial
G-invariant subspaces. If it is not irreducible, then that representation is called reducible.

Lemma 4. Suppose p is a projection of V onto W and h ∈ GL(V ). Then h∗(p) := h◦p◦h−1

is also a projection of V onto h(W ).

Proof. We need to show two things:

(i) h∗(p)(V ) = h(W )
Since h is an isomorphism, it follows h∗(p)(V ) = (h◦p◦h−1)(V ) = (h◦p)(V ) = h(W ),
as required.

(ii) For all x ∈ h(W ), we have h∗(p)(x) = x.
Let x ∈ h(W ), say, x = h(w) for some w ∈ W . Then h∗(p)(X) = h∗(p)(h(w)) =
(h ◦ p ◦ h−1)(h(w)) = h(w) = x.

Thus h∗(p) is a projection also. �

Theorem 1 (Maschke’s Theorem). Suppose (V, ρ) is a representation of G where G is finite.
Suppose that W ≤ V is G-invariant. Then W has a complement which is also G-invariant.

Proof. It suffices to find a projection of V onto W whose kernel is G-invariant, i.e. some
map p : V → V so that p(w) = w for all w ∈ W and im(p) = W . Let f be an arbitrary
projection of V onto W . Then for each g ∈ G, we have ρg ∈ GL(V ). Let fg := ρ∗g(f). By
Lemma 4, fg is also a projection of V onto ρg(W ) = W . Define

f :=
1

|G|
∑
g∈G

fg,

i.e., the “average” of all the fg ∈ End(V ). We claim that f is a projection of V onto W .

Clearly, since f is composed of linear maps, f is clearly linear. For any x ∈ V , we have
f(x) = 1

|G|
∑
g∈G

fg(x). Note that each fg(w) ∈ W , so
∑
fg(x) ∈ W also. Thus f(x) ∈ W .

Also, for w ∈ W , we need f(w) = w. Since

f(w) =
1

|G|
∑
g∈G

fg(w) =
1

|G|
∑
g∈G

(ρg ◦ f ◦ ρ−1
g )(w) =

1

|G|
∑
g∈G

w = w,

this claim follows. To finish the proof, we need to prove that ker(f) is G-invariant. Let
g ∈ G and w ∈ ker(f). We need to show that f(ρg(w)) = 0. Since ρg ◦ f = f ◦ ρg (see

Lemma 5 for proof), we have f(ρg(w)) = (f ◦ ρg)(w) = (ρg ◦ f)(w) = ρg(f(w)) = ρg(0) = 0.

So ker(f) is our G-invariant complement to W . �

Lemma 5. For all g ∈ G, we have ρg ◦ f = f ◦ ρg.
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Proof. equivalently, we have ρg ◦ f ◦ ρ−1
g = f , i.e., ρ∗g(f) = f for all g ∈ G. Choose some

h ∈ G. Then

ρ∗h(f) = ρh ◦ f ◦ ρ−1
h

= ρh ◦

(
1

|G|
∑
g∈G

fg

)
◦ ρ−1

h

=
1

|G|
∑
g∈G

ρh ◦ fg ◦ ρ−1
h

=
1

|G|
∑
g∈G

ρh ◦ ρg ◦ f ◦ ρ−1
g ◦ ρ−1

h

=
1

|G|
∑
g∈G

ρhg ◦ f ◦ ρ(hg)−1

=
1

|G|
∑
g∈G

ρ∗hg(f) =
1

|G|
∑
g∈G

ρ∗g(f) = f. �

Corollary 4. Suppose that G is finite, (V, ρ) is a representation of G, with dim(V ) = n > 0.
Then (V, ρ) can be written as a direct sum of irreducible representations (of G).

Proof. We prove by induction on n. Every representation of degree 1 is automatically irre-
ducible, hence the base case. Now suppose that the conclusion is true for n > 1. If (V, ρ)
is irreducible, then the conclusion is immediate, so suppose otherwise. Then there exists a
proper subspace W ≤ V with W a G-invariant subspace. Apply Mascke’s theorem to get a
G-invariant complement, say V1. Thus V = W ⊕ V1. Since W and V1 are both G-invariant,
it follows that (V, ρ) = (W, ρ|W )⊕ (V1, ρ|V1). Note that W < V , so dim(W ) < dim(V ) = n,
and since W 6= 0, the dimension of W must be positive. Hence 0 < dim(V1) < n also.
By the inductive hypothesis, both (W, ρ|W ) and (V1, ρ|V1) can be written as a direct sum of
irreducible representations. �

5. September 16 & 18: Tensor products

For Cm and Cn, define Cm×n = {all m× n matrices over C} as a vector space over C.
Define ι : Cm × Cn → Cm×n by ι(u, v) = uvT . The map ι is in fact bilinear : that is, ι
is linear on both first and the second variables, i.e., ι(cx + y, v) = cι(x, v) + ι(y, v) and
ι(u, cx+ y) = cι(u, x) + ι(u, y).

We start with the standard basis: Cm = span{e1, e2, . . . , em} and Cn = span{e′1, e′2, . . . , e′n}.
Now we define the tensor product :

Definition 12. Define ι(ei, e
′
j) = (akl) where akl = 1 only when (k, l) = (i, j) and 0 other-

wise. We denote ι(u, v) as u⊗ v. We call Cm×n the tensor product of Cm,Cn (via ι) and we
denote it as Cm ⊗ Cn. Also, u⊗ v is called a simple tensor.

Remark 1. Note that not all tensor are simple, i.e., cannot be written in the form u⊗ v.

Proposition 13. {ι(ei, e′j) : 1 ≤ i ≤ m, 1 ≤ j ≤ n} is a basis for Cm×n.
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Proof. Observe that ι = ⊗ : Cm×Cn → Cm⊗Cn is a bilinear map, and that {ei⊗e′j | 1 ≤ i ≤
m, 1 ≤ i ≤ n} is a basis for Cm ⊗ Cn. Observe also that ι is neither injective nor surjective,
since u ⊗ 0 = 0 ⊗ v = 0 ∈ Cm×n for all u ∈ Cm and v ∈ Cn. ι is not surjective either since
ι(u, v) = uvT is always of rank ≤ 1, i.e., (im(ι) = {all rank ≤ 1 matrices in Cm×n}. It is also
true that span(im(ι)) = Cm×n = Cm ⊗ Cn.

In fact, every x ∈ Cm⊗Cn(= Cm×n) is a sum of simple tensors. Hence write x = (mi,j) ∈
Cm×n. It is known that the matrix can be written as follows:

(mi,j) =
∑
i,j

mi,j(ei ⊗ e′j) =
∑
i,j

((mi,jei)⊗ e′j),

and (mi,jei)⊗ e′j. This completes the proof. �

5.1. Universal property of tensor products.

Proposition 14. Suppose V is a C-vector space, and fix m,n ∈ Z. If α : Cm × Cn → V is
a bilinear, then there exists a unique linear map α : Cm ⊗ Cn → V such that α ◦ ι = α.

Proof. α◦ι = α implies that for all (u, v) ∈ Cm×Cn, we have α(u⊗v) = α(u, v). Uniqueness
is clear from Proposition 13: recall that α is determined by its actions on simple tensors, and
that {ei⊗ e′j} is a basis for Cm⊗Cn. So there exists a unique linear map Cm⊗Cn → V such
that ei ⊗ e′j 7→ α(ei, e

′
j). Let α be this map. So it remains to prove that α(u⊗ v) = α(u, v)

for all u ∈ Cm, v ∈ Cn.
Start with u ∈ Cm, v ∈ Cn. So u =

∑
uiei, v =

∑
vje
′
j for some (ui)

m
i=1 and (vj)

n
j=1. Then

u⊗ v =

(∑
i

uiei

)
⊗

(∑
j

vje
′
j

)
=
∑
i

ui

(
ei ⊗

(∑
j

vje
′
j

))

=
∑
i

ui

(∑
j

vj(ei ⊗ e′j)

)
=
∑
i,j

uivj(ei ⊗ e′j).

Therefore

α(u⊗ v) = α

(∑
i,j

uivj(ei ⊗ e′j)

)
=
∑
i,j

uivjα(ei ⊗ e′j) =
∑
i,j

uivjα(ei, e
′
j),

so α is linear. Similarly,

α(u, v) = α

(∑
i

uiei,
∑
j

vje
′
j

)
=
∑
i

uiα

(
ei,
∑
j

vje
′
j

)

=
∑
i

ui

(∑
j

vjα(ei, e
′
j)

)
=
∑
i,j

uivjα(ei, e
′
j) = α(u⊗ v),

as required. �
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5.1.1. One application of Proposition 14. Let f : Cm → Ck and g : Cn → Cl linear. Let
V = Ck ⊗ Cl. Define α : Cm × Cn → V by α(u, v) = f(u) ⊗ g(v). We claim that this is
bilinear.

Claim. α is bilinear.

Proof. α is linear on the first variable:

α(x+ y, v) = f(x+ y)⊗ g(v) = (f(x) + f(y))⊗ g(v) (f is linear)

= f(x)⊗ g(v) + f(y)⊗ g(v) (⊗ is bilinear)

= α(x, v) + α(y, v).

We can apply the same argument on the second variable as well to prove the claim. �

Now apply Proposition 14. Thus, there exists a linear map α : Cm × Cn → V so that
α ◦ ι = α. We call this α = f ⊗ g. Therefore, with f : Cm → Ck and g : Cn → Cl, one can
form f ⊗ g : Cm ⊗ Cn → Ck ⊗ Cl satisfying (f ⊗ g)(u ⊗ v) = f(u) ⊗ g(v). In particular, if
k = m and l = n and both f and g are invertible, then so is f ⊗ g (See Assignment 2.). In
other words, given f ∈ GL(Cm), g ∈ GL(Cn), we get f ⊗ g ∈ GL(Cm ⊗ Cn).

5.2. Tensor product and representation.

Definition 15. Suppose that (Cm, ρ), (Cn, σ) are representations of G. Define ρ⊗ σ : G→
GL(Cm⊗Cn) given by (ρ⊗σ)g = ρg⊗σg. Then ρ⊗σ is a group homomorphism. Therefore,
(Cm ⊗ Cn, ρ ⊗ σ) is a representation of G. (Cm ⊗ Cn, ρ ⊗ σ) is called the tensor product of
(Cm, ρ), (Cn, σ).

Example 4. Let (C3, ρ) be the representation of S3 from Example 2. We want to compute
(C3, ρ) ⊗ (C3, ρ) = (C3 ⊗ C3, ρ ⊗ ρ). First, “find” ρ(123) ⊗ ρ(123) = (ρ × ρ)(123). Let z ∈
C3 ⊗ C3 = C3×3. Then

(ρ(123) ⊗ ρ(123))(ei ⊗ ej) = ρ(123)(ei)⊗ ρ(123)(ej) = ei+1 ⊗ ej+1.

Thus the given tensor map shifts the entries to the right by one unit and then down by one
unit, i.e.,

(ρ(123) ⊗ ρ(123))

 z11 z12 z13

z21 z22 z23

z31 z32 z33

 =

 z33 z31 z32

z13 z11 z12

z23 z21 z22


More generally, we have (ρπ ⊗ ρπ)([zij]) = [zπ−1(i),π−1(j)]. Thus

(C3, ρ)⊗2 = (C3, ρ)⊗ (C3, ρ)

“is” the space of 3-by-3 matrices, with S3 acting on rows and columns.

Definition 16 (for this example). We define Sym2(C3) and Alt2(C3) as follows:
Sym2(C3) = {x ∈ C3 ⊗ C3 : x = xT},Alt2(C3) = {x ∈ C3 ⊗ C3 : xT = −x}.

Both Sym2(C3) and Alt2(C3) are subspaces of C3 ⊗ C3, and that (C3)⊗2 = Sym2(C3) ⊗
Alt2(C3). Also, both Sym2 and Alt2 are S3-invariant.

8



6. September 22

Definition 17. Given V,W complex vector spaces, a tensor product of V with W is a pair
(i,X) where:

(i) X is a complex vector space
(ii) i : V ×W → X is bilinear.

(iii) If α : V × W → Y is any bilinear map, then there exists a unique linear map
α : X → Y such that α ◦ i = α.

Proposition 18. If (i1, X1) and (i2, X2) are tensor product for V with W , then there exists
a unique isomorphism X1

∼= X2 such that

V ×W i1 //

i2 ##

X1

f
��
X2

i.e., for any (v, w) ∈ V ×W , we have (f ◦ i1)(v, w) = i2(v, w).

Denote any tensor product of V with W by X := V ⊗W and write v ⊗ w := i(v, w).
Recall from last week that there exists a tensor product of Cm with Cn (X = Cm×n, i(v, w) =
v ⊗ w = vwT .).

In general, if V,W are finite-dimensional spaces (say dimC V = n, dimCW = n by choosing
bases, we can identify V ∼ Cm and W ∼ Cn, and V ⊗W ∼ Cm⊗Cn = Cm×n. Thus V ⊗W
exists for all finite-dimensional spaces.

Proposition 19. For any finite-dimensional V,W,X:
(i) V ⊗W ∼= W ⊗ V

(ii) V ⊗ (W ⊗X) ∼= (V ⊗W )⊗X
(iii) V ⊗ (W ⊕X) ∼= (V ⊗W )⊕ (V ⊗X).

Proof of (i). Say dimV = m, dimW = n. Then dim(V ⊗W ) = dim(V ) dim(W ) = mn =
dim(W ⊗ V ). However, what is more important is that there is a natural isomorphism.
Namely, we have an isomorphism sending v⊗w 7→ w⊗ v. In concrete case: this would be a
transpose map. In general, we call the isomorphism V ⊗W ∼= W ⊗V the transpose, denoted
with T . �

As in the concrete case, if f : V1 → V2, g : W1 → W2 are linear, then there exists a unique
linear map f ⊗ g : V1⊗W1 7→ V2⊗W2 such that v⊗w 7→ f(v)⊗ g(w). So given f ∈ GL(V1)
and g ∈ GL(V2), get f ⊗g ∈ GL(V1⊗V2). Thus, given a finite group G, with representations
(V, ρ), (W,σ), get a representation (V ⊗W, ρ⊗ σ) = (V, ρ)⊗ (W,σ) with (ρ⊗ σ)g = ρg ⊗ σg.

Definition 20. Suppose that V is a finite-dimensional vector space. Then

Sym2(V ) = {x ∈ V ⊗ V : xT = x}
Alt2(V ) = {x ∈ V ⊗ V : xT = −x}.
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Lemma 6. For any V and any f ∈ GL(V ), both Sym2(V ) and Alt2(V ) are f ⊗ f -invariant.

Proof (for Alt2(V )). Let x ∈ Alt2(V ). So x ∈ V ⊗ V, xT = −x, i.e., x+ xT = 0. Write

x =
n∑
i=1

(ui ⊗ vi).

Then

xT =

(
n∑
i=1

(ui ⊗ vi)

)T

=
n∑
i=1

(ui ⊗ vi)T =
n∑
i=1

vi ⊗ ui.

We are also given that ∑
(ui ⊗ vi) + (vi ⊗ ui) = 0. (2)

Let y = (f ⊗ f)(x). We must show that y ∈ Alt2(V ). Then we have

y = (f ⊗ f)(x) = (f ⊗ f)

(
n∑
i=1

ui ⊗ vi

)
=

n∑
i=1

(f ⊗ f)(ui ⊗ vi)

=
n∑
i=1

f(ui)⊗ f(vi).

Thus

yT =
n∑
i=1

f(vi)⊗ f(ui).

Now apply f ⊗ f to (2):

0 = (f ⊗ f)(0) = (f ⊗ f)
(∑

(ui ⊗ vi) + (vi ⊗ ui)
)

=
n∑
i=1

f(ui)⊗ f(vi) +
n∑
i=1

f(vi)⊗ f(ui)

= y + yT . �

Corollary 5. If G is a finite group and (V, ρ) a representation of G (of finite degree), then:
(i) Sym2(V ),Alt2(V ) are G-invariant with respect to (V, ρ)⊗ (V, ρ).

(ii) (V, ρ)⊗ (V, ρ) = (Sym2(V ), (ρ⊗ ρ)|Sym2(V ))⊕ (Alt2(V ), (ρ× ρ)|Sym2(V )).

Example 5. Let (C3, ρ) be a representation of S3 (as in Example 2). Then from Assignment
#1, we know that (C3, ρ) ∼= B ⊕ 1, where B := (C2, σ) and 1 := (C, τ) as defined in the
solution to Assignment #1. Consider

(C3, ρ)⊗ (C3, ρ) ∼= (B⊕ 1)⊗ (B⊕ 1)
∼= (B⊗B)⊕ (B⊗ 1)⊕ (1⊗B)⊕ (1⊗ 1)
∼= (B⊗B)⊕B⊕B⊕ 1.

Recall also that

B⊗B = (Sym2(C2), σ|Sym2(C2))⊕ (Alt2(C2), σ|Alt2(C)).

For notational simplicity, let

(Sym2(C2), σ|Sym2(C2)) =: Sym, (Alt2(C2), σ|Alt2(C)) =: Alt. (3)
10



Note that Sym is of degree 3 while Alt is of degree 1. Thus Alt is an irreducible represen-
tation.

First, examine Alt. Since Alt2(C2) is a set of all skew-symmetric matrices, the basis is(
0 1
−1 0

)
.

Meanwhile, σ acts on C2 via matrices:

M(12) =

(
0 1
1 0

)
,M(123) =

(
−1 −1
1 0

)
.

σ ⊗ σ acts on C2 ⊗ C2. Use basis e11, e12, e21, e22. Computations show that σ ⊗ σ acts by
matrices

M⊗2
(12) =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0




0
1
−1
0

 =


0
−1
1
0


This shows that

(σ ⊗ σ)

((
0 1
−1 0

))
= −

(
0 1
−1 0

)
.

Hence (σ ⊗ σ)(x) = −x for all x ∈ Alt2(C2). Thus, Alt 6= trivial rep.

7. September 23: Introduction to character theory

7.1. Some linear algebra review.

Definition 21. Let M = (aij) be a n× n matrix over C.
(i) The characteristic polynomial of M is p(x) = det(xIn −M).

(ii) The roots of the characteristic polynomial are the eigenvalues of M (up to multiplic-
ity).

(iii) p(x) = (x− λ1)(x− λ2)× · · · × (x− λn). Hence constant coeff = (−1)nλ1 · · ·λn, and
coeff of xn−1 = −(λ1 + · · ·+ λn).

(iv) λ1 . . . λn = det(M), λ1 + · · ·+ λn = tr(M).
(iv) If M,N are similar (i.e., there exists invertible Q such that N = QMQ−1, then M,N

have the same characteristic polynomial, and hence same eigenvalues, determinant,
and trace.

If V is finite-dimensional (dim(V ) = n) and f : V → V linear map, then by choosing a
basis for V , one can identify f with a matrix; then we can get char. poly., determinant,
eigenvalues, and trace for f . By (v) in Definition 21, they are independent of basis. Let
det(f) be the determinant of f and tr(f) the trace of f .

Definition 22. Let (V, ρ) be a finite-dimensional representation of a finite group G. The
character of (V, ρ) is the function χ : G→ C given by χ(g) = tr(ρg).
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Example 6. Let (C2, ρ) = B as in Example 4. Each σπ is given by a matrix Mπ:

Mid =

(
1 0
0 1

)
,M(12) =

(
0 1
1 0

)
M(13) =

(
−1 −1
0 1

)
,M(23) =

(
1 0
−1 −1

)
M(123) =

(
−1 −1
1 0

)
,M(132) =

(
0 1
−1 −1

)
.

The character of B is map χ : S3 → C given by

π id (12) (13) (23) (123) (132)
χ(π) 2 0 0 0 −1 −1

Proposition 23. Let (V, ρ) be a representation of degree n of a finite group G. Let χ be its
character. Then

(1) χ(1) = n.

(2) χ(g−1) = χ(g) for all g ∈ G.
(3) χ is constant on conjugacy classes of G, i.e., χ(aga−1) = χ(g) for all a, g ∈ G.

Proof. For (1), pick a basis for V so that [ρ1] = In. So χ(1) = tr(ρ1) = tr(In) = n.
As for (2), consider ρg and ρg−1 = (ρg)

−1. Let λ1, . . . , λn be the eigenvalues of ρg. Then
λ−1

1 , . . . , λ−1
n are the eigenvalues of (ρg)

−1. It is known (by assignment #2) that

|λi| = 1, so λ−1
1 = λi.

Therefore,

χ(g−1) = tr(ρg−1) = tr((ρg)
−1) =

n∑
i=1

λ−1
i =

n∑
i=1

λi =
n∑
i=1

λi.

Finally, to prove (3), we start by picking a, g ∈ G. So ρaga−1 = ρa ◦ ρg ◦ (ρa)
−1. Pick a basis

for V . And let M = [ρg] and N = [ρaga−1 ]. Note that M and N are similar: let N = QMQ−1

and Q = [ρa]. So ρ(g) = tr(ρg) = tr(M) = tr(N) = tr(ρaga−1) = χ(aga−1). �

For any two matrices, we have tr(AB) = tr(BA). Thus, tr(ρag) = tr(ρa◦ρg) = tr(ρg◦ρa) =
tr(ρga).

Definition 24. Let G be a finite group. A class function on G is any function α : G toC
which is constant on conjugacy classes. We write

ClaFun(G) := {all class functions on G}.

Observe that ClaFun(G) is closed under:

(1) pointwise addition. That is, if α, β ∈ ClaFun(G), then (α + β)(g) = α(g) + β(g).
(2) pointwise multiplication, i.e. (α · · · β)(G) = α(G) · β(G).
(3) complex scalar multiplication, i.e., (cα)(g) = c(α(g)).

Proposition 25. Suppose that G is finite, and (V, ρ) and (W,σ) are finite-degree represen-
tations of G. Let χρ, χσ be their characters.

(1) χρ + χσ is the character of (V, ρ)⊕ (W,σ).
(2) χρ · χσ is the character of (V, ρ)⊗ (W,σ).
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Proof. Let e = (e1, . . . , em) and e′ = (e′1, . . . , e
′
n) be bases for V and W . Then we see that

e ∧ e′ is a basis for V ⊗W . For any g ∈ G, we have

[(ρ⊕ σ)g]e∧e′ =

(
[ρg]e 0

0 [σg]e′

)
.

Let χ be the character of (V, ρ)⊕ (W,σ) = (V ⊕W, ρ⊕ σ). Then we have

χ(g) = tr((ρ⊕ σ)g) = tr

((
[ρg]e 0

0 [σg]e′

))
= tr([ρg]e) + tr([σg]e′) = tr(ρg) + tr(σg) = χρ(g) + χσ(g). �

8. September 25: Continuation of character theory

Proposition 26. Suppose G is finite and (V, ρ), (W,σ) are representations of G (finite de-
gree), with characters χρ, χσ. Then:

(1) The character of (V, ρ)⊕ (W,σ) is χρ + χσ.
(2) The character of (V, ρ)⊗ (W,σ) is χρ · χσ.

Proof. Fix g ∈ G. Let e = (e1, e2, . . . em) be a basis for V and e′ = (e′1, . . . , e
′
n) be a basis

for W . Let [ρg]e = (aij) and [σg]e′ = M . Recall that (ei ⊗ e′j) is a basis for V ⊗W , where
1 ≤ i ≤ m, 1 ≤ j ≤ n. And

[ρg ⊗ σg] =


a11M a12M · · · a1mM
a21M a22M · · · a2mM

...
...

. . .
...

am1M am2M · · · ammM

 .
Thus if χ is the character of (V, ρ)⊗ (W,σ), then

χ(g) = tr((ρ⊗ σ)g) = tr(ρg ⊗ σg)

= tr([ρg ⊗ σg]) =
m∑
i=1

aii tr(M)

= tr((aij)) · tr(M) = tr([ρg]e) · tr([σg]e′)
= tr(ρg) · tr(σg) = χρ(g) · χσ(g).

�

Proposition 27. Suppose that (V, ρ) is a finite-degree representation of a finite group G.
Let χ be its character, χS the char of (Sym2(V ), ρ⊗2|Sym2(V )) ≤ (V, ρ)⊗2, and χA the char of

(Alt2(V ), ρ⊗2|Alt2(V )) ≤ (V, ρ)⊗2. Then for all g ∈ G:

(1) χS(g) = 1
2
(χ(g)2 + χ(g2))

(2) χA(g) = 1
2
(χ(g)2 − χ(g2))

(3) χS(g) + χA(g) = χ(g)2.

Proof. Note that (3) follows from Proposition 26. Fix g ∈ G. Then ρg is diagonalizable (i.e.,
there exists a basis for V consisting of eigenvectors for ρg. See also Assignment #3). Let
β = (e1, . . . , en) be a basis for V consisting of eigenvectors for ρg. Let λ1 ∈ C be such that
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ρg(ei) = λiei. So tr(ρg) = λ1 + · · ·+λn. Also, ρg2 is also diagonalized by β, and ρg2(ei) = λ2
i ei

and tr(ρg2) =
n∑
i=1

λ2
i .

βS := {ei ⊗ ej + ej ⊗ ei : i ≤ j}

is a basis for Sym2(V ). Then we claim that ρ⊗2
g |Sym2(V ) is diagonalizable with respect to βS.

Observe that

ρ⊗2
g (ei ⊗ ej + ej ⊗ ei) = (ρg ⊗ ρg)(ei ⊗ ej + ej ⊗ ei)

= ρg(ei)⊗ ρg(ej) + ρg(ej)⊗ ρg(ei)
= λiei ⊗ λjej + λjej ⊗ λiei
= λiλj(ei ⊗ ej + ej ⊗ ei).

This shows that

tr(ρ⊗2
g |Sym2(V )) =

∑
i≤j

λiλj.

Thus,

χS(g) = tr(ρ⊗2
g |Sym2(V )) =

∑
i≤j

λiλj

=
∑
i

λ2
i + λi<jλiλj

=
1

2

(∑
i

λi

)2

+
∑
i

λ2
i

 =
1

2
(χ(g)2 + χ(g2)),

as required. (2) can be proved in a similar manner. �

Example 7. Let B = (C2, σ) be a degree-two irreducible representation of S3. Recall that

M(12) =

[
0 1
1 0

]
, M(123) =

[
−1 −1
1 0

]
,

and

π id (a b) (a b c)
χ(π) 2 0 −1

So χ2 should be the character of B⊗B:

π id (a b) (a b c)
χ2(π) 4 0 1

Recall that

B⊗B = Sym⊕Alt
14



(Refer to (3) for the definitions of Sym and Alt.). Apply Proposition 27 to get the character
tables for Sym and Alt. For Sym:

χS(id) =
1

2
(χ(id)2 + χ(id2)) =

4 + 2

2
= 3

χS(a b) =
1

2
(χ(a b)2 + χ((a b)2)) =

0 + 2

2
= 1

χS(a b c) =
1

2
(χ(a b c)2 + χ((a b c)2)) =

1− 1

2
= 0.

π id (a b) (a b c)
χS(π) 3 1 0

.

In a similar manner, one can obtain the following table for Alt:

π id (a b) (a b c)
χA(π) 1 −1 1

Finally, we claimed on Monday that Sym = B⊕ 1. Verify that χS = χ+ χ1.

9. September 29

Definition 28. Let G be a finite group. Define

(1) CG := the set of all functions G→ C
(2) If α, β ∈ CG, then

(α | β) =
1

|G|
∑
g∈G

α(g)(β(g))∗,

where z∗ denotes the complex conjugate of z.
(3) If α, β ∈ CG, then

〈α, β〉 =
1

|G|
∑
g∈G

α(g)β(g)−1

=
1

|G|
∑
g∈G

α(g−1)β(g) = 〈β, α〉.

(4) If β ∈ CG, then β̂ ∈ CG, where β̂(g) := β(g−1)∗. Obviously, β̂(g−1) = β(g)∗.

Remark 2. We can make the following observations:

(1) CG “is” C|G| = Cn, where G = {g1, g2, . . . , gn}.
(2) CG is a complex vector space of dim n = |G|.
(3) CG is a ring (with pointwise addition and multiplication).
(4) ClaFun(G) ⊆ CG.
(5) ( | ) is a complex inner product on CG, i.e.,

(α1 + α2 | β) = (α1 | β) + (α2 | β)

(cα | β) = c(α | β) (c ∈ C)

(β | α) = (α | β)

(α | β) ∈ C
(α | α) ≥ 0 ((α | α) = 0⇔ α = 0)
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Suppose that (α | α) = 0. Then we have
∑
g∈G

α(g)α(g)∗ = 0, or
∑
|α(g)|2 = 0.

Therefore, one has |α(g)| = 0 so α = 0.

Remark 3.

(α | β) =
1

|G|
∑
g∈G

α(g)β(g)∗

=
1

|G|
∑
g∈G

α(g)β̂(g−1) = 〈α, β̂〉

Remark 4. Which β satisfied β = β̂? We need β to satisfy β(g) = β(g−1)∗ for all g ∈ G. This
is equivalent to saying that β(g−1) = β(g)∗. Characters have this property (see Proposition
23). So χ̂ = χ for all characters χ. Thus, for all characters the relation (α | χ) = 〈α, χ〉
holds true, for all α ∈ CG and all characters χ.

Suppose that (V, ρ) is a finite-degree representation of finite group G. Let χ be its character
and ē a basis for V . Then for all g ∈ G, we get [ρg]ē = (rij(g)). Thus we get a bunch of
functions rij : G→ C, i.e. rij ∈ CG.

For any character χ,

χ(g) = tr(ρg) = tr([ρg]ē) = tr(rij(g)) =
n∑
i=1

rii(g)⇒ χ =
n∑
i=1

rii ∈ CG.

This proves:

Theorem 2 (Fundamental Observation). If (V, ρ) is a finite-degree representation of a finite
group G and χ is its character, and (rij(g)) gives the family matrices representing the ρg’s
with respect to some basis, then χ = r11 + r22 + · · ·+ rnn.

Lemma 7 (Schur’s Lemma). Suppose G is a finite group, and (V, ρ), (W,σ) are irreducible
representations. Suppose also that f : (V, ρ)→ (W,σ) is a morphism.

(1) f is either an isomorphism or the constant zero map.
(2) If (W,σ) = (V, ρ), then f is a scalar map, i.e., there exists λ ∈ C such that f(v) = λv

for all v ∈ V .

Proof. (Part (1)) Assume that f is not the constant zero map. Let X = ker(f). We know
that X is G-invariant subspace of V . Since f 6= 0, X 6= V . Since (V, ρ) is irreducible, it
follows X = {0} so f is injective. Now let Y := im(f). We know that Y is G-invariant
subspace of W . Since f is injective, Y 6= {0}. Since Y is irreducible, we must have Y = W .

(Part (2)) Assume that (W,σ) = (V, ρ). So for f : V → V , we can choose an eigenvalue λ
of f , say with eigenvector v. Let g : V → V be g = f −λ idV , i.e., d(v) = f(v)−λv. Then g
is a morphism from (V, ρ) to itself. By (1), g is either an isomorphism or the constant zero
map. Observe that if v 6= 0, then g(v) = 0, so g must be the constant zero map. Hence
f(v) = λv, as required. �

10. September 30

Definition 29. For α, β ∈ CG, we have 〈α, β〉 = 1
|G|
∑

g∈G α(g−1)β(g).
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Corollary 6. Let G be finite, and (V, ρ), (W,σ) irreducible representations of G and f :
V → V be a linear map. Define f 0 : V → W by

f 0 =
1

|G|
∑
g∈G

σg−1 ◦ f ◦ ρg.

Then:

(1) If (V, ρ) 6∼= (W,σ) then f 0 ≡ 0.

(2) If (V, ρ) = (W,σ), then f 0(v) = λv, where λ = tr(f)
dimV

.

Proof. Main step: prove that f 0 is a morphism of representations, i.e., f 0(ρg(v)) = σg(f
0(v))

for all v ∈ V, g ∈ G. Fix g ∈ G. Then we have

σ−1
g ◦ f 0 ◦ σg = σ−1

g ◦

(
1

|G|
∑
h∈G

σh−1 ◦ f ◦ ρh

)
◦ ρg

=
1

|G|
∑
h∈G

σg−1σh−1fρhρg =
1

|G|
∑
h∈G

σ(hg)−1fρhg = f 0.

Now apply Schur to f 0:

(1) Assume (V, ρ) 6∼= (W,σ). Then f 0 is not an isomorphism. Apply Schur, then we get
f 0 ≡ 0.

(2) Now assume (V, ρ) = (W,σ). Then by Schur, we get that f 0(v) = λv for some λ.

On the first and, tr(f 0) = λ dim(V ). On the other hand,

tr(f 0) = tr

(
1

|G|
∑
g

ρg−1fρg

)
=

1

|G|
∑
g∈G

tr(ρ−1
g fρg)

=
1

|G|
∑
g∈G

tr(ρg−1ρgf) =
1

|G|
tr(f) = tr(f). �

Let dimV = m, dimW = n. Let e = (e1, e2, . . . , em) be a basis for V and e′ a basis for
W . Define [ρg]e = (rkl(g))m×m and [σg]e′ = (sij(g))n×n. Suppose h : V → W is a linear map,
and we can write [h]e

′
e = (xjk)n×m. Note that rkl, sij ∈ CG.

Define f 0 as before. Then what is [f 0]e
′

e′? Define [f 0]e
′

e := (cil)n×m. Formula for cil. Start
with f 0 = 1

|G|
∑
g

σg−1fρg So

[f 0] =
1

|G|
∑
g∈G

[σg−1 ][f ][ρg]

(cil) =
1

|G|
∑
g∈G

(sij(g
−1))(xjk)(rkl)
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For each (i, l), we have

cil =
1

|G|
∑
g∈G

(∑
j,k

sij(g
−1)xjkrkl(g)

)
=
∑
j,k

(
1

|G|
∑
g

sij(g
−1)rkl(g)

)
xjk

=
∑
j,k

(
1

|G|
∑
g

sij(g
−1)rkl(g)

)
xjk =

∑
j,k

〈sij, rkl〉xjk.

If (V, ρ) 6∼= (W,σ), then f 0 = 0. Thus (cil) is the zero matrix. That is, the sum∑
j,k

〈sij, rkl〉xjk = 0.

This is true for all f , or for all (xjk). Hence 〈sij, rkl〉 = 0 for all i, j, k, l. Thus we proved

Corollary 7. If (V, ρ), (W,σ) are irreducible representations, then [ρg] = (rkl(g)), [σg] =
(sij(g)) with respect to some basis. If (V, ρ) 6∼= (W,σ), then 〈sij, rkl〉 = 0 for all i, j, k, l.

Next, assume that (V, ρ) = (W,σ). And let [ρg] = (rkl) = (rij), [f ] = (xkl), [f
0] = (cil). So

cil =
∑
j,k

〈rij, rkl〉xjk. By Corollary 6, f 0(v) = λv where λ = tr(f)
m

. Thus cil is λ if i = l and 0

otherwise. Thus
tr(f) =

∑
j

xjj =
∑
j,k

δjkxjk.

So cil = δil(
tr(f)
m

) = 1
m
δil
∑
j,k

δjkxjk =
∑
j,k

( 1
m
δilδjk)xjk. Thus, for all i, l,

∑
j,k

〈rij, rkl〉xjk =
∑
j,k

(
1

m
δilδjk

)
xjk.

Since this is true for all f (= for all (xjk)), it follows 〈rij, rkl〉 = 1
m
δilδjk for all i, j, k, l. Hence

this proves

Corollary 8. If (V, ρ) an irreducible representation and [ρg] = (rkl(g)), then for all i, j, k, l,

〈rij, rkl〉 =
1

m
δilδjk =

{
1
m

(i = l, j = k)

0 otherwise
.

11. October 2

Corollary 9. (V, ρ), (W,σ) irreducible and [ρg] = (rkl)g, [σg] = (sij(g)) then 〈sij, rkl〉 = 0 for
all i, j, k, l.

Corollary 10. Let (V, ρ) be irreducible and [ρg]] = (rkl(g)). Then

〈rij, rkl〉 =

{
1

dimV
if i = l, j = k

0 otherwise.

Corollary 11. Suppose (V, ρ), (W,σ) are representations with characters χ, χ′, respectively.
If (V, ρ) ∼= (W,σ) then χ ≡ χ′.

Theorem 3. If G is a finite group, then
18



(1) if χ is the character of an irreducible representation of G, then (χ | χ) = 1.
(2) If χ, χ′ are the characters of irreducible representations (V, ρ), (W,σ) of G and (V, ρ) 6=

(W,σ), then (χ | χ′) = 0.

Proof. For part (1), start with χ, the character of (V, ρ). Pick a basis β for V . Write
[ρg]β = (rij(g)). Recall that χ = r11 + · · · + rnn where n = dimV . Then (χ | χ) = 〈χ, χ〉 =

〈
∑
i

rii,
∑
i

rii〉 =
∑
i,j

〈rii, rjj〉 =
∑
i,j

δij
n

=
n∑
i=1

1
n

= 1.

As for part (2), write [σg]β′ = (sij(g)) and χ′ = s11 + · · ·+ smm, where m = dimW . Then
we have (χ | χ′) = 〈χ, χ′〉 =

∑
i,j

〈rii, sjj〉 = 0. �

Theorem 4. Let (V, ρ) be a finite-degree representation of G, with ϕ its character. Suppose
that (V, ρ) can be decomposed to

(V, ρ) ∼= (V1, ρ1)⊕ · · · ⊕ (Vk, ρk)

where each (Vi, ρi) is an irreducible representation of G. Let χi be the character of (Vi, ρi).
Let (W,σ) be any irreducible representation of G with character χ. Then

(ϕ | χ) = |{i : (Vi, ρi) ∼= (W,σ)}|.

Proof. We know that ϕ = χ1 + χk. So

(ϕ | χ) = (χ1 + · · ·+ χk | χ)

= (χ1 | χ) + · · ·+ (χk | χ)

= |{i : (χi | χ) = 1}| = |{i : χi = x}|
= |{i : (Vi, ρi) ∼= (W, ρ)}|. �

Corollary 12. Let (V, ρ) be a finite-degree representation of G. Any two decompositions of
(V, rho) as direct sums of irreducible representations, are the “same” up to rearrangements
and isomorphism of the individual summands.

Proof. For each irreducible (W,σ) and char χ, we have

(ϕ | χ) = (# of times (W, ρ) appears in any decomposition). �

Corollary 13. If (V, ρ), (W,σ) are the finite-degree representations of G, with the characters
ϕ, ϕ′, then (V, ρ) ∼= (W,σ)⇔ ϕ ≡ ϕ′.

Proof. (⇐) Assume ϕ = ϕ′. Look at the direct sums of decompositions for (V, ρ) and (W,σ).
By Theorem 4, for any irreducible (X, τ) (with character χ), the number of times (X, τ)
occurs in either decompositions is (ϕ | χ) = (ϕ′ | χ). So, up to isomorphism, (V, ρ) and
(W,σ) have the same decompositions. So (V, ρ) ∼= (W,σ).

(⇒) This direction is immediate. �

Let (V, ρ) be a finite-degree representation, and suppose that

(V, ρ) =

(⊕
m1

(w1, ρ1)

)
⊕

(⊕
m2

(W2, ρ2)

)
⊕ · · · ⊕

(⊕
mk

(Wk, ρk)

)
.
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Let ϕ be a character of (V, ρ) and χi the character of (Wi, ρi). So ϕ = m1χ1 + · · · + mkχk,
and

(χ | χ) =

(
k∑
i=1

miχi |
k∑
j=1

mjχj

)
=
∑
i,j

mimj (χi | χj) =
∑
i

m2
i .

Theorem 5. Let (V, ρ) be a finite-degree representation and ϕ its character. Then (ϕ | ϕ)
is a positive integer. Moreover, (ϕ | ϕ) = 1 if and only if (V, ρ) is irreducible.

Example 8. Let B = (C2, σ) be the irreducible representation of S3, and let χ be its character.
The character table is as follows:

π id (12) (13) (23) (123) (132)
χ(π) 2 0 0 0 −1 −1

12. October 6

Definition 30. An irreducible character of G is a character of an irreducible representation
of G.

Recall that if G is a finite group, then the set of irreducible characters of G is an orthonor-
mal set of ClaFun(G). This proves that G has only finitely many irreducible representations,
up to isomorphism. In particular, the number is bounded by dim(ClaFun(G)), which is the
number of conjugacy classes of G.

Example 9. S3 has 3 conjugacy classes; hence S3 has at most 3 irreducible representations,
up to isomorphism. We have already seen 3: namely 1 and S of degree 1 and B of degree 2.
Thus we have found them all.

Let (V, ρ) be a finite-degree representation of G with character ϕ. Let (W,σ) be an
irreducible representation of degree G with character χ. Let

(V, ρ) = (V1, ρ1)⊕ · · · ⊕ (Vk, ρk)

be the (essentially unique) direct-sum decomposition of (V, ρ) into a sum of irreducible
representations.

Definition 31. We say that (W, ρ) occurs in (V, ρ) if (W,σ) ∼= (Vi, ρi) for some i. The
multiplicity of (W, ρ) in (V, ρ) is |{i : (V, ρi) ∼= (W,σ)}| (which may equal 0).

Remark 5. The multiplicity of (W,σ) in (V, ρ) is (ϕ |χ).

Definition 32. Given a finite group G, let V be a complex vector space of dimension |G|
with basis E = {eg : g ∈ G} indexed by the elements of G. For each g ∈ G define ρg ∈ GL(V )
by setting ρg(eh) = egh, and extending linearly to all of V . Then (V, ρ) is called the regular
representation of G, and we shall denote this character by rG.

Clearly, we have rG(1) = dim(V ) = |G|. Let g 6= 1. Then for each h ∈ G, we have

ρg(eh) = egh = 0 · e1 + · · ·+ 0 · eh + · · ·+ 1 · egh + · · · .

Hence [ρg]E has a 0 in the (h, h) position. Since h is arbitrary, it follows that all the diagonal
entries of [ρg]E are 0. Thus tr(ρg) = 0, so we proved the following proposition:
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Proposition 33. The character rG of the regular representation of a finite group G is

rG(g) =

{
|G| (g = 1)

0 otherwise.

Corollary 14. Let G be finite and let (V, ρ) be its regular representation. Every irreducible
representation (W,σ) of G occurs in (V, ρ), with multiplicity dim(W ).

Proof. Let χ be the character of (W,σ). Then the multiplicity of (W,σ) in (V, ρ) is

(rG |χ) =
1

|G|
∑
g∈G

rG(g)χ(g)∗ =
1

|G|
rG(1)χ(1) =

dim(W ) · |G|
|G|

= dim(W ),

as required. �

Suppose that (W1, σ1), . . . , (Wk, σk) are the distinct irreducible representations of G, and
let ni = dim(Wi) for each i. If χi denotes the character of (Wiσi), then by the above corollary
the regular representation decomposes as

(V, ρ) = n1(W1, σ1)⊕ · · · ⊕ nk(Wk, σk).

Hence rG = n1χ1 + · · ·+ nkχk.

Corollary 15. The following are true:

(1)
k∑
i=1

n2
i = |G|.

(2) For all g 6= 1,
k∑
i=1

niχi(g) = 0.

Proof. Evaluating the displayed equation at g = 1, we get dim(V ) = n1 dim(W1) + · · · +
nk dim(Wk) = n2

1 + · · · + n2
k as required. The second part also follows from the second

equation when g 6= 1. �

13. October 7

Recall that

• dim(ClaFun(G)) = # of conjugate classes of G
• {irreducible characters for G} is an orthonormal set in ClaFun(G).

Today, we show that the set of irreducible characters spans ClaFun(G).
Fix α ∈ ClaFun(G). For each finite-degree representation (V, ρ) of G, define

fρα : V → V

by

fρα(v) =
1

|G|
∑
g∈G

α(g)ρg(v).

Clearly, fρα is linear. In fact,

Claim. fρα is a morphism from (V, ρ) to itself.
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Proof. Must show that ρgf = fρg for all g ∈ G. Consider

ρ−1
g fρg = ρ−1

g

(
1

|G|
∑
h

αhρh

)
ρg

=
1

|G|
∑
h

α(h) · ρ−1
g ρhρg =

1

|G|
∑
h

α(h)ρg−1hg.

Let u = g−1hg ⇔ h = gug−1. Then

1

|G|
∑
h

α(h)ρg−1hg =
1

|G|
∑
u

α(gug−1)ρu

=
1

|G|
∑
u

α(u)ρu = f. �

What is tr(f)?

tr

(
1

|G|
∑
g∈G

α(g)ρg

)
=

1

|G|
∑
g∈G

α(g) tr(ρg)

=
1

|G|
∑
g∈G

α(g) · ϕ(g) = (α | ϕ∗) .

Proposition 34. Suppose (V, ρ) is a degree n irreducible representation with χ its character,
and if α ∈ ClaFun(G), then fρα is a scalar mp (“multiplication by λ”), where λ = 1

n
(α | χ∗).

Proof. fρα is a morphism from (V, ρ) to itself. By Schur’s lemma, fρα is scalar for some λ.
With respect to any basis for V , we have

[fρα] =

 λ 0
. . .

0 λ


so tr(fρα) = nλ. But tr(fρα) = (α | χ∗) = nλ. Thus λ = 1

n
(α | χ∗), as required. �

What if (V, ρ) is not irreducible? Time to consider that case. Decompose (V, ρ) =
(W1, σ1)⊕ · · · ⊕ (Wk, σk), where each (Wi, σi) is irreducible.

Let n = dimV,mi = dimWi. Let χi be the character of (Wi, σi). Fix α ∈ ClaFun(G). We
have fρα : V → V , and for each i, fσiα : Wi → Wi, define fσiα (w) = λiw.

Claim. fρα = fσ1α ⊕ · · · ⊕ fσkα .
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Proof of Claim. Need to check that, for v ∈ V , we can write v = w1 + · · ·wk with wi ∈ Wi.

fρα(v) =
1

|G|
∑
g∈G

α(g)ρg(v)

=
1

|G|
∑
g∈G

α(g)((σ1)g(w1) + · · ·+ (σk)g(wk))

=
k∑
i=1

1

|G|
∑
g∈G

α(g)(σi)g(wi) =
k∑
i=1

fσiα (wi)

= (fσ1α ⊕ · · · ⊕ fσkα )(v). �

In general, for α ∈ ClaFun(G) and with representation (V, ρ) with

(V, ρ) = (W1, σ1)⊕ · · · ⊕ (Wk, σk) and v = w1 + · · ·+ wk, wi ∈ Wi,

we have

fρα(v) =
k∑
i=1

λiwi,

where λi = 1
mi

(α | χ∗i ) ,mi = dimWi, χi = char of (Wi, σi).

Theorem 6. The irreducible characters of G span ClaFun(G).

Proof. Let χ1, . . . , χk be irreducible characters of G. Suffices to show that

β ∈ ClaFun(G), (χi | β) = 0 ∀i = 1, 2, . . . , k,

then β = 0.
Suppose that β ∈ ClaFun(G) and (χi | β) = 0 for all i. Let α = β∗. It suffices to show

that α = 0. It is already known that (χi | α∗) = (α | χ∗i ) = 0 for all i = 1, 2, . . . , k. By our
analysis, for any finite-degree representations (V, ρ) of G, we have fρα = 0. �

Apply this to the regular representations (V, ρ) of G, where V has basis eg, g ∈ G such
that ρg(eh) = egh. We get fρα = 0. in particular, fρα(e1) = 0. Calculate this using definition:

fρα(e1) =
1

|G|
∑
g∈G

α(g) · ρg(e1) =
1

|G|
∑
g∈G

α(g) · eg = 0.

Thus α(g) = 0 for all g ∈ G, so α ≡ 0.

Theorem 7. If G is finite, then the number of irreducible representations of G (up to
isomorphism) is equal to the number of conjugacy classes of G.

Here is one neat consequence of Theorem 6: Let G be a finite group, and pick s ∈ G and
let θs be its conjugacy class. Define α : G→ C such that

α(g) =

{
1 (g ∈ θs)
0 otherwise.

By Theorem 6, α is a linear combination of irreducible characters of G. Let χ1, . . . , χk be
the irreducible characters of G. Write α = c1χ1 + · · · + ckχk, with ci = (α | χi). (to be
continued...)
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14. October 9

Fix G and χ1, . . . , χk irreducible characters. Fix s ∈ G. Let θs be the conjugacy class of
s. Define

fs : G→ C
to be

fs(g) =

{
1 (g ∈ θs)
0 otherwise

.

Write

fs =
k∑
i=1

aiχi.

Note that (fs | χi) =
(∑k

j=1 ajχj | χi
)

=
∑k

j=1 aj (χj | χi) = ai. Also,

(fs | χi) =
1

|G|
∑
g∈G

fs(g)χi(g)∗

=
1

|G|
∑
g∈θs

1 · χi(g)∗

=
|θs|
|G|

χi(g)∗ = ai.

Thus

fs =
k∑
i=1

(
|θs|
|G|

χi(s)
∗
)
χi.

Evaluate at s:

1 = fs(s) =
|θs|
|G|

k∑
i=1

χi(s)
∗χi(s) =

|θs|
|G|

k∑
i=1

|χi(s)|2.

Now suppose t ∈ G \ θs. Evaluate at t:

0 = fs(t) =
|θs|
|G|

k∑
i=1

χi(s)
∗χi(t).

Thus we proved the following proposition:

Proposition 35. Let χ1, . . . , χk be the irreducible characters of G, and let s ∈ G.

(1)
k∑
i=1

|χi(s)|2 = |G|
|θs|

(2) If t ∈ G \ θs, then
k∑
i=1

χi(s)
∗χi(t) = 0.

Example 10. Let’s verify Proposition 35 when s = 1. Then χi(1) = ni, where ni is the degree
of representations for χi. Then we observe that

(1)
k∑
i=1

n2
i = |G|
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(2) If t ∈ G \ {1}, then
k∑
i=1

niχi(t) = 0.

Note that we saw this already, from rG = n1χ1 + · · ·+ nkχk.

Example 11. Let’s find the irreducible characters of D5 (the dihedral group of order 10):

D5 = 〈r, s | r5 = 1 = s2, rs = sr−1〉
= 〈r〉 ∪ s〈r〉
= {1, r, r2, r3, r4} ∪ {s, sr, sr2, sr3, sr4}.

Conjugacy classes of D5: {1}, θs = {s, sr−2, sr, sr2, sr4}, θr = {r, r−1}, θr2 = {r2, r3}. Thus,
D5 has four irreducible characters, call them χ1, χ2, χ3, χ4, say of degrees n1, n2, n3, n4 re-
spectively. Without loss of generality, let n1 ≤ n2 ≤ n3 ≤ n4. There is only solution, namely
(n1, n2, n3, n4) = (1, 1, 2, 2). Time for some character table. Let χ1 be the trivial character
and χ2 the sign character:

1 s r r2

χ1 1 1 1 1
χ2 1 −1 1 1
χ3 2 a c e
χ4 2 b d f

SInce (χ3 | χi) = 0 for i = 1, 2, we have

(χ3 | χ1 − χ2) = 0 =
1

|D5|
∑
g∈D5

χ3(g) · ((χ1 − χ2)(g))∗

=
1

10
(2 · 0∗ + 5(a · 2∗) + 2(c · 0∗) + 2(e · 0∗) + 2(f · 0∗)) = a.

Similar calculation shows that a = b = 0. Now from (χ3 | χ1) = 0, we have

0 =
1

10
(2 · 1 ∗+5(0 · 1∗) + 2(c · 1∗) + 2(e · 1∗)) = 2 + 2c+ 2e,

so e = −c − 1. Similarly, we have f = −d − 1. Recall that n2
1 + n2

2 + n2
3 + n2

4 = 10. Thus
since n1χ1(r) + · · ·+ n4χ4(r) = 0, we have 2c+ 2d = 0, so d = −c− 1.

By (2) from Proposition 35,

4∑
i=1

χi(r)
∗χi(r

2) = 0,

so 1 + 1 + c∗(−c− 1) + (−c− 1)∗c = 0. Simplify this to get |c|2 + Re(c) = 1. We also have

4∑
i=1

|χi(r)|2 =
|D5|
|θr|

= 5,

so 1 + 1 + |c|2 + |c+ 1|2 = 5. Solve for c to get c = −1±
√

5
2

= 2 cos 2π
5

.
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15. October 14

Fix:
• finite group G
• (W1, σ1), . . . , (Wk, σk) the list of irreducible representations (up to isomorphism)
• χi = character of (Wi, σi)
• ni = dim(Wi) = χi(1).

Let (V, ρ) be a finite-degree representation of G. How can we find G-invariant subspaces
U1, . . . , Um of V so that

(V, ρ) = (U1, ρ|U1)⊕ · · · ⊕ (Um, ρ|Um)

with each (Uj, ρ|Uj) irreducible?
Assume that we have such

(V, ρ) = (U1, ρ|U1)⊕ · · · ⊕ (Ur(1), ρUr(1))⊕ (Ur(1)+1, ρ|Ur(1)+1
)⊕ · · ·⊕

(Ur(2), ρ|Ur(2) ⊕ · · · ⊕ (Ur(k), ρ|Ur(k)),
where we define (Vi, ρ|Vi) = (Ur(i)+1, ρUr(i)+1

)⊕ · · · ⊕ (Ur(i+1), ρ|Ur(i+1)
) ∼= (Wi, σi) for all i.

Theorem 8. The subspaces V1, . . . , Vk do not depend on the particular decomposition V =
U1 ⊕ · · · ⊕ Um from which they arose.

Proof. Start with a finite group of order |G| = pn1
1 · · · p

nk
k . Then G = H1 ⊕ · · · ⊕ Hk such

that |Hi| = pnii , and fix some i = 1, 2, . . . , k. Let χi be the character of (Wi, σi). Define
pi : V → V by

pi =
ni
|G|

∑
g∈G

χi(g)∗ρg.

Note that pi depends only on (V, ρ) and χi.
Define α ∈ ClaFun(G) by α = niχ

∗
i . Note also that

ρi =
1

|G|
∑
g∈G

α(g)ρg = fρα.

Note also that

pi|Uj = fρα|Uj = f
ρ|Uj
α : Uj → Uj.

If (Uj, ρ|Uj) ∼= (Wl, σl) for some l, then:
• the character of (Uj, ρ|Uj) is χl
• dim(Uj) = nl

• By Proposition 34, f
ρ|Uj
α is a scalar map, namely by

λ =
1

nl
(α | χ∗l ) = (niχ

∗
i | χ∗l )

= ni (χi | χl)∗ =

{
ni if l = i

0 otherwise,

by orthogonality.
Hence pi is the identity function on Vi, and is the zero function on all other Vl with l 6= i.
So pi is the projection map onto Vi with respect to V = V1 ⊕ · · · ⊕ Vk.

Thus Vi = im(pi), and hence is determined intrinsically, as desired. �
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Definition 36. The decomposition

(V, ρ) = (V1, ρ|V1)⊕ · · · ⊕ (Vk, ρ|Vk)
is called the canonical decomposition of (V, ρ).

We still want to further decompose each of (Vi, ρ|Vi).

15.1. How to further decompose. Here we outline methods on how to further decompose
each of (Vi, ρ|Vi).

(1) Fix i
(2) Have (Wi, σi), and choose a basis e = (e1, . . . , en) for Wi. Note that n = ni in this

case.
(3) Let [(σi)g]e = (rst(g))n×n. This gives us rst ∈ CG, where 1 ≤ s, t ≤ n.
(4) Note that χi = r11 + . . . rnn, and by Corollary 8,

〈rst, ruv〉 =

{
1
ni

if s = v, t = u

0 otherwise.

Definition 37. For any representation (U, τ) of G, define, for 1 ≤ s, t ≤ n,

pτst : U → U

by

pτst =
ni
|G|

∑
g∈G

rts(g
−1)τg.

Suppose that (U, τ) is irreducible but not isomorphic to (Wi, σi). Pick a basis e′ = (e′1, . . . , e
′
n)

for U .
[τg]e′ = (r̃uv(g))m×m.

Then for each e′u,

pτst(e
′
u) =

ni
|G|

∑
g∈G

rts(g
−1)τg(e

′
u).

Then we have

[τg]e′ =

 r̃11(g) · · · r̃im(g)
...

. . .
...

r̃m1(g) · · · r̃mm(g)

 e′u =

 r̃1u(g)
...

r̃mu(g)

 ∼ m∑
v=1

r̃vu(g).

Then for each e′u, we have

pτst(e
′
u) =

ni
|G|

∑
g∈G

rts(g
−1)τg(e

′
u) (4)

=
ni
|G|

∑
g∈G

rts(g
−1)

m∑
v=1

r̃vu(g)e′v (5)

= ni

m∑
v=1

(
1

|G|
∑
g∈G

rts(g
−1)r̃vu(g)

)
e′v, (6)

and 〈rts, r̃vu〉 = 0. Thus (6) becomes 0. By Corollary 7, since true for all e′i, we have pτst ≡ 0.
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16. October 16

SupposeG is finite, and (W1, σ1), . . . , (Wk, σk) irreducible representations. Suppose χ1, . . . , χk
their characters. Let (V, ρ) be some random representation (finite-degree). Fix some 1 ≤ i ≤
k, and let ni := dimWi. Choose basis e = (e1, . . . , en) for Wi. Write [(σi)g]e = (rst(g))n×n.

Given a rep (U, τ) and 1 ≤ s, t ≤ n, define

pτst =
n

|G|
∑
g∈G

rts(g
−1)τg : U → U.

Last time, we claimed that if (U, τ) is irreducible and 6∼= (Wi, σi) then all pτst is 0.

Proof. Let e′ be a basis for U . For each e′u, we have

pτst(e
′
u) = ni

n∑
v=1

〈rts, r̃vu〉e′v.

Repeat this calc, but when (U, τ) = (Wi, σi), then let e′ = e. Then (r̃uv(g))n×n = [(σi)g]e =
(ruv(g)). Get:

pσist (eu) = ni

n∑
v=1

〈rts, rvu〉ev

= ni

n∑
v=1

(
1

ni
δtuδsv

)
ev (by Corollary 8)

= δtu

n∑
v=1

δsvev = δtues.

When t 6= u, then we have pσist (eu) = 0; if t = u, then pσist (et) = es. So (on Wi), p
σi
st sends et

to es, and every other basis elements eu to 0. �

Recall that our main goal is to decompose (V, ρ). Suppose hat we know a decomposition:

(V, ρ) = (U1, ρ|U1)⊕ · · · ⊕ (Ur(1), ρ|Ur(1))︸ ︷︷ ︸
=:V1∼=(W1,σ1)

⊕ · · · ⊕ (Ul+1, ρ|l+1)⊕ · · · ⊕ (Ul+m, ρ|Ul+m)︸ ︷︷ ︸
=Vi∼=(Wi,σi)

⊕ · · · .

We can find V1, . . . , Vk. Goal : find candidates for Ul+1, . . . , Ul+m. Let pst = pρst : V → V .
From calculations, we have:

(1) pst|Ur with (Ur, ρ|Ur) ∼= (Wi, σi)⇒ p
ρ|Ur
st = 0.

(2) Hence pst|Vj = 0 if j 6= i.

As for pst|Vi , write Vi = Ul+1⊕Ul+m, with each (Ul+j, ρ|Ul+j ∼= (Wi, σi). Let e
(j)
1 , . . . , e

(j)
n ∈ Ul+j

be the image of e1 . . . , en ∈ Wi under an isomorphism.

Observe that, on Ul+j, we have pst(e
(j)
t ) = e

(j)
s , and pst(e

(j)
u ) = 0 if u 6= t. Hence, p11

is a projection from V to span(e
(1)
1 , e

(2)
1 , . . . , e

(m)
1 ) = Vi,1, and p22 a projection from V to

span(e
(1)
2 , . . . , e

(m)
2 ) = Vi,2, etc. Reverse-engineer this: Start with (V, ρ). Fix a basis e for Wi.

Have (rst(g))n×n = [(σi)g]e, so pst = pρst : V → V . Let Vi,1 = range(p11). Next, pick a basis

for Vi,1, say e
(1)
1 , . . . , e

(m)
1 . For s = 2, . . . , n, define

e(j)
s = ps1(e

(j)
1 ) ∈ range(pss) = Vi,s.
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Now define Ul+1 := span(e
(1)
1 , . . . , e

(1)
n , and define Ul+2, . . . in a similar manner. We need to

check that:
• each Ul+j is G-invariant;
• Vi = Ul+1 ⊕ · · · ⊕ Ul+m;
• Each (Ul+j, ρ|Ul+j) ∼= (Wi, σi).

17. October 20

17.1. Subgroups and products. Suppose that (V, ρ) is a representation of G. So ρ : G→
GL(V ). Let H ≤ G. Then ρ|H : H → GL(V ), so (V, ρ|H =: ρH) is a representation of H.

Proposition 38. Suppose that H ≤ G. Let k be the maximum degree of irreducible repre-
sentations of H. Then every irreducible representation of G has degree ≤ k · [G : H].

Proof. Let (V, ρ) be an irreducible representation of G. Then (V, ρH) is a representation of
H. Pick an irreducible subrepresentation (W, ρH |W ) of (V, ρH). Note that dim(W ) ≤ k.
Look at all images of ρg(W ) for all g ∈ G. Note also that if h ∈ H, then ρH(W ) = W .
If g1H = g2H, then in particular g2 = g1h for some h ∈ H. Thus ρg2(W ) = ρg1h(W ) =
(ρg1 ◦ ρh)(W ) = ρg1(W ), since ρh(W ) = W . Then the number of different ρg(W ) is at most

[G : H]. Let V ′ = span
(⋃

g∈G ρg(W )
)
≤ V . “Clearly”, V ′ is a G-invariant subspace of V ,

and dimV ′ ≥ 1. But (V, ρ) is irreducible, so V ′ = V . So

dim(V ) = dim(V ′) ≤
∑
ρg(W )

dim(ρg(W ))︸ ︷︷ ︸
=dim(W )

= dim(W ) · (# of distinct ρg(W )’s)

≤ k · [G : H]. �

Corollary 16. Suppose that G has an abelian subgroup A ≤ G. Then every irreducible
representation of G has degree at most [G : A].

Proof. This follows from the fact that every irreducible representation of A has degree 1. �

One application: if Dn is a dihedral group of order 2n, then Dn has a cyclic subgroup of
order n. Thus every irreducible representation of D2n has degree ≤ 2.

17.2. Direct products. Suppose that G = G1×G2, and let (V1, ρ
1), (V2, ρ

2) representations
of G1 and G2, respectively. Let π1, π2 to be canonical projections from G onto G1 and G2,
respectively. By Assignment #4, (V1, ρ

1 ◦ π1 and (V2, ρ
2 ◦ π2) are representations of G. Take

their tensor product: (V1 ⊗ V2, (ρ
1 ◦ π1) ⊕ (ρ2 ◦ π2)). Write ρ1 � ρ2 := (ρ1 ◦ π1) ⊗ (ρ2 ◦ π2).

So (V1 ⊗ V2, ρ
1 � ρ2).

Note. If g = (g1, g2), then on simple tensors,

(ρ1 � ρ2)g(v1 ⊗ v2) = ((ρ1 ◦ π1)g ⊗ (ρ2 ◦ π2)g)(v1 ⊗ v2)

= (ρ1
g1
⊗ ρ2

g2
)(v1 ⊗ v2) = ρ1

g1
(v1)⊗ ρ2

g2
(v2).

Let χ1 and χ2 be the characters of (V1, ρ
1) and (V2, ρ

2) respectively. Then:
• (V1, ρ

1 ◦ π1) has character χ1 ◦ π1

• (V2, ρ
2 ◦ π2) has character χ2 ◦ π2.
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Thus (V1 ⊗ V2, ρ
1 � ρ2) has character (χ1 ◦ π1) · (χ2 ◦ π2).

Let ϕ = (χ1 ◦ π1) · (χ2 ◦ π2), and ϕ : G → C. If g = (g1, g2) ∈ G, then ϕ(g) =
(χ1 ◦ π1)(g) · (χ2 ◦ π2)(g) = χ1(g1) · χ2(g2).

Theorem 9. Suppose G = G1 × G2. If (V1, ρ
1) and (V2, ρ

2) are irreducible representations
of G1, G2, then (V1 ⊗ V2, ρ

1 � ρ2) is an irreducible representation of G.

Proof. Let χi be the character of (Vi, ρ
i), and ϕ the character of (V1⊗V2, ρ

1�ρ2). It suffices
to show that (ϕ | ϕ) = 1.

(ϕ | ϕ) =
1

|G|
∑
g∈G

|ϕ(g)|2 =
1

|G|
∑

(g1,g2)∈G1×G2

|χ1(g1)χ2(g2)|2

=
1

|G|
∑
g1∈G1
g2∈G2

|χ1(g1)|2 · |χ2(g2)|2

=
1

|G|

(∑
g1∈G1

|χ1(g1)|2
)(∑

g2∈G2

|χ2(g2)|2
)

=

(
1

|G1|
∑
g1∈G1

|χ1(g1)|2
)(

1

|G2|
∑
g2∈G2

|χ2(g2)|2
)

= (χ1 | χ1) · (χ2 | χ2) = 1,

so (χ1 | χ1) = (χ2 | χ2) = 1. �

Remark 6. If (V1, ρ
1), (V2, ρ

2) are arbitrary representations and (V1⊗V2, ρ
1�ρ2) is irreducible,

then each (Vi, ρ
i) must be irreducible.

18. October 21

Suppose G = G1×G2, and (V1, ρ
1) representations of G1 with char χ1; similarly, (W1, σ

1)
a representation of G2 with character χ2. Then (V1 ⊗W1, ρ

1 � σ1) is a representation of G
with character χ.

(1) χ(g) = χ1(g1) · χ2(g2) for g = (g1, g2) ∈ G
(2) (χ | χ) = (χ1 | χ1) · (χ2 | χ2)
(3) χ is irreducible if and only if χ1, χ2 irreducible.

Define (V2, ρ
2) to be a second representation of G1 with character ϕ1 and (W2, σ

2) a second
representation of G2 with character ϕ2. Same recipe gives (V2⊗W2, ρ

2� σ2) with character
ϕ. And we can also get

(χ | ϕ) = (χ1 | ϕ1) · (χ2 | ϕ2) .

Lemma 8. In this situation, assume that (V1, ρ
1), (V2, ρ

2), (W1, σ
1), (W2, σ

2) are irreducible.
Then

(V1 ⊗W1, ρ
1 � σ1) ∼= (V2 ⊗W2, ρ

2 � σ2)

if and only if

(V1, ρ
1) ∼= (V2, ρ

2) and (W1, σ
1) ∼= (W2, σ

2).
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Proof. (⇒) We prove the contrapositive. Assume without loss of generality that (V1, ρ
1) 6∼=

(V2, ρ
2), with characters χ1, ϕ1. By irreducibility, we have (χ1 | ϕ1) = 0. Then (χ | ϕ) =

(χ1 | ϕ1) · (χ2 | ϕ2) = 0. Therefore (V1 ⊗W1, ·) 6∼= (V2 ⊗W2, ·), as desired.
(⇐) This part is immediate. �

Theorem 10. Suppose that G = G1 × G2. Every irreducible representation of G is of the
form (= is isomorphic to) (V1 ⊗W1, ρ

1 � σ1), for some (V1, ρ
1) irreducible representation of

G1 and (W1, σ
1) irreducible representation of G2.

Proof. Let (Vi, ρ
i) be the irreducible representations of G1 for 1 ≤ i ≤ k with character

ϕ1. Similarly, let (Wj, σ
j) be the irreducible representation of G2 for 1 ≤ j ≤ l with

character ϕ2. Our recipe gives kl non-isomorphic irreducible representations of G of the form
(Vi ⊗Wj, ρ

i � σj). Let mi = dim(Vi), nj = dim(Wj). We know that m2
1 + · · · + m2

k = |G1|
and n2

1 + · · ·+ n2
l = |G2|. So

∑
(degree of irreducible representation of G)2 = |G|.

Looking at the irreducible representation of G that we know,

|G| ≥
∑

1≤i≤k
1≤j≤l

dim(Vi ⊗Wj)
2 =

∑
i,j

(minj)
2

=

(∑
i

m2
i

)(∑
j

n2
j

)
= |G1| · |G2| = |G|.

Thus, there are no other “room” for any other irreducible representations of G. �

18.1. Induced representations. If H is a subgroup of G and (V, ρ) is a representation
of G, then (V, ρH) is the corresponding representation of H. Let W be an H-invariant
subspace. Get (W, ρH |W ) a representation of H. Let θ = ρH |W : H → GL(W ). Now,
for each g ∈ G, ρg(W ) ≤ V . As on Monday, if g1H = g2H, then ρg1(W ) = ρg2(W ). Let
G/H = {all left cosets of H}. For each gH ∈ G/H, define WgH := ρg(W ). Note that this
operation is well-defined.

Definition 39. Let (V, ρ), H,W, θ be as above. We say (W, θ) induces (V, ρ) if V is the
direct sum of (WgH : gH ∈ G/H). In other words, we have bases egH for each WgH such
that:

(1) egH , eg′H are disjoint if gH 6= g′H.
(2) The union of the egH is a basis for V .

Example 12. Let (V, ρ) be the regular representation of G, i.e., we have a basis {eg : g ∈ G}
for V , and ρg(eh) = egh. Given H ≤ G, let W = span({eh : h ∈ H}) ≤ V .

What are the WgH?

WgH = ρg(W ) = ρg(span{eh : h ∈ H})
= span{ρg(eh) : h ∈ H}
= span{egh : h ∈ H}.

If θ = ρH |W , then (W, θ) induces (V, ρ).
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19. October 23

Question 1. If G = G1 ×G2, (V, ρ) an irreducible representation of G, then (V, ρ) ∼= (X ⊗
Y, σ� τ) for some irreducible representation (X, σ) of G1 and (Y, τ) of G2. How can we find
(X, σ), (Y, τ)?

Answer 1. Say (X1, σ
1), . . . , (Xk, σ

k) be a list of the irreducible representations of G1, and
let (Y1, τ1), . . . , (Yl, τl) be a list of representations of G2. Say χi = char(Xi, σi), ϕj = (Yj, τj).
Let θ = char(V, ρ). Then

θ((g1, g2)) = χi(g1) · ϕj(g2) = character for (Xi ⊗ Yj, σi � τ j).

Question 2 (Real question!). How do I find the isomorphism between (V, ρ) and (Xi ⊗
Yj, σ

i � τ j)?

Answer 2. More generally, given irreducible representations (V, ρ), (W,σ) of G, plus a
promise they are isomorphic. How can we find an isomorphism?

Fact 1. Hom := Hom((V, ρ), (W,σ)) = {set of all morphisms from (V, ρ) to (W,σ)} is a
l-dimensional vector space over C, consisting of

• constant zero map.
• continuum-many isomorphisms.

Proof. Pick an isomorphism ϕ : (W,σ) ∼= (V, ρ). Given h ∈ Hom, the map ϕ ◦ h : (V, ρ) →
(V, ρ) is scalar, say, (ϕ ◦ h)(v) = λhv. Now, randomly pick a linear map f : V → W . Use
recipe from Corollary 6. Namely, define f 0 : (V, ρ)→ (W,σ) such that

f 0 =
1

|G|
∑
g∈G

σg−1 ◦ f ◦ ρg.

Then f 0 ∈ Hom. And “probably” f 0 6= 0, and if so, we have that f 0 is an isomorphism from
(V, ρ) to (W,σ). �

Recall from the October 21 lecture that if
• (V, ρ) a representation of G
• H ≤ G
• H-invraitn subspace W of V

then (V, ρH) is a representation of H. Let (W, ρH |W ) = (W, θ) is a subrepresentation. Now
we define the following notion:

Definition 40. We say that (W, θ) induces (V, ρ) if V is the direct sum of WgH (gH ∈ G/H)
where WgH = ρg(W ). Also, if (V, ρ) is the regular representation of G (i.e., basis for V =
{eg : g ∈ G}) and W := span ({eh : h ∈ H}) and θ = ρH |W then (W, θ) induces (V, ρ).

Remark 7. If H ≤ G, then the regular representation of H induces the regular representation
of G.

19.1. Universal property of induced representations.

Lemma 9. Suppose that (V, ρ) is a representation of G and H ≤ G. Let W be an H-
invariant subspace of V , and (W, θ := ρH |W ) induces (V, ρ). Then for all representation
(X, σ) of G and for all morphism f : (W, θ) → (X, σH), there exists a unique morphism
F : (V, ρ)→ (X, σ) extending f .
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Proof. We first start with uniqueness. Suppose that F1, F2 : (V, ρ) → (X, σ). Suppose also
that F1|W = F2|W = f . To prove that F1 = F2, enough to prove that

F1|WgH
= F2|WgH

for all gH. Fix an arbitrary gH. Consider WgH = ρg(W ). Let x ∈ WgH . THen x = ρg(w)
for some w ∈ W . Thus we have

F1(x) = F1(ρg(w)) = σg(F1(w)) (∵ F1 a morphism)

= σg(f(w)) (∵ F1|W = f)

= F2(x).

Now we move on to proving the existence. For this, it is sufficient to define F |WgH
. Fix gH.

For x ∈ WgH , choose w ∈ W so that x = ρg(w). Define F (x) = σg(f(w)). We need to verify
first if (F |WgH

) is well-defined, i.e. must not depend on g or w. Assume g1H = g2H and
w1, w2 ∈ W so that x = ρg1(w1) = ρg2(w2). We must show that σg1(f(w1)) = σg2(f(w2)). Let
h = g−1

2 g1 ∈ H. Then θh(w1) = ρh(w1) = ρg−1
2 g1

(w1) = (ρg2)
−1(ρg1(w)) = ρ−1

g2
(x) = w2. So

f(w2) = f(θh(w1)) = (σH)h(f(w1)) = σh(f(w1)). Therefore, σg2(f(w2)) = σg2(σh(f(w1))) =
σg1(f(w1)). �

20. October 27

Theorem 11. Assume H ≤ G. Let (W, θ) be a representation of H. Then there exists a
representation (V, ρ) of G induced by (W, θ) and (V, ρ) is unique up to isomorphism.

Proof. For existence, we need the following lemmas:

Lemma 10 (Lemma A). Suppose that (W, θ) induces (V, ρ) and W1 is an H-invariant sub-

space of W . Let V1 :=
∑

gH∈G/H

ρg(W1) (hence a subspace of V ). Then:

(1) V1 is G-invariant.
(2) (W1, θ|W1) induces (V1, ρ|V1).

Lemma 11 (Lemma B). Suppose (W1, θ
1) and (W2, θ

2) are representations of H. Suppose
also that (Wi, θ

i) induces (Vi, ρ
i) for i = 1, 2. Then (W1, θ

1) ⊕ (W2, θ
2) induces (V1, ρ

1) ⊕
(V2, ρ

2).

Now let (W, θ) be a representation of H. Consider the following cases:
Case 1. (W, θ) is irreducible. Then (W, θ) is isomorphic to a subrepresentation of (W, θ)

of RH . Recall that RH induces RG. Then by Lemma A, (W, θ) ∼= (W, θ) induces some
representation of G.

Case 2. (W, θ) is not irreducible. Write (W, θ) = (W1, θ
1) ⊕ · · · ⊕ (Wk, θ

k), with each
(Wi, θ

i) irreducible. By applying Lemma B and Case 1, we get that (W, θ) induces some
representation of G.

For uniqueness, suppose that (W, θ) is a representation of H and it induces (V, ρ) and
(V ′, ρ′). Note that W ⊆ V and W ⊆ V ′. Also, we have dim(V ) = [G : H] dim(W ) =
dim(V ′). Let ι : W → V ′ be the inclusion map ι(w) = w. As (W, θ) is a subrepresentation of
(V, ρH), ι : (W, θ)→ (V, ρH) is a morphism. Since (V, ρ) is induced by (W, θ), the universal
property gives that there is a morphism F : (V, ρ)→ (V ′, ρ′) extending i (so if w ∈ W then
F (w) = ι(w)).
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Claim. For all gH ∈ G/H, we have ρ′g(W ) ⊂ im(F ).

Proof. Let x ∈ ρ′g(W ), so x = ρ′g(w), w ∈ W . Then x = ρ′g(w) = ρ′g(F (w)) = F (ρg(w)). �

Since

V ′ =
∑

gH∈G/H

ρ′g(W ),

it impiles that F is surjective hence is an isomorphism. �

Definition 41. Given H ≤ G, a representation (W, θ) of H, let IndGH(W, θ) denote the
representation of G induced by (W, θ).

Example 13. Define G = S3, H = 〈(123)〉. Let (C, θ) be this representation of H:

θid = (x 7→ x)

θ(123) = (x 7→ ωx)

θ(132) = (x 7→ ω2x).

What is IndS3
H (C, θ)? We know that [S3 : H] = 2. So the underlying subspace of IndS3

H (C, θ)
will have the form C⊕ρ(12)(C)︸ ︷︷ ︸

C′

. Since ρ2
(12) = id, we can choose C′(= ρ(12)(C)), an isomorphic

copy of C such that ρ(12)(z) = z′, ρ(12)(z
′) = z and V = C⊕ C′ with ρ(123)|C = θ(123) = (x 7→

ωx). As for ρ(123)|C′ , if x′ ∈ C′ then x′ = ρ(12)(x) (x ∈ C). So ρ(123)(x
′) = ρ(123)(ρ(12)(x)) =

ρ(12)(ρ(132)(x)) = ρ(12)(w
2x) = w2x′. Thus ρ(123)|C′ = (x′ 7→ ω2x′).

Thus, if e = (1, 1′), a basis for V = C⊕ C′, then

[ρ(12)]e =

(
0 1
1 0

)
[ρ(123)]e =

(
ω 0
0 ω2

)
.

By Assignment #3 Problem #6, we have (V, ρ) ∼= B, the unique irreducible representation
of S3 of degree 2.

21. October 28

As usual, suppose H ≤ G, and let (W, θ) representation of H and (V, ρ) := IndGH(W, θ).
Let R ⊆ G be a set of representatives of the left cosets of H (assume 1 ∈ R. Then
|R| = [G : H], RH = G. As usual, we have W ≤ V . For r ∈ R, define Wr = ρr(W )
(for 1, let W1 = ρ1(W ) = W ).

Let e1 = (e1, . . . , ek) be a basis for W1. For r ∈ R, define er = (ρr(e1), . . . , ρr(ek)), a basis
for Wr. By definition, we have

V =
⊕
r∈R

Wr.

For g ∈ G, ρg acts on Wr’s, and let e =
⋃
r∈R

er, which is a basis for V . Fix g ∈ G, r ∈ R.

Then g acts on the left cosets of H. Then g permutes R, i.e., g(rH) = sH, where s ∈ R. If
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gr ∈ g(rH), then gr ∈ sH, thus gr = sh for some h ∈ H. Take w′ ∈ Wr = ρ(W ), and write
w′ = ρr(w) for some w ∈ W . Then we have

ρg(w
′) = ρg(ρr(w)) = ρs(ρh(w))

= ρs(θh(w)) (since ρH |W = θ)

= ρs(θh(ρ
−1
r (w′)︸ ︷︷ ︸
∈W

)

︸ ︷︷ ︸
∈W

) ∈ Ws.

Hence, ρg(Wr) ⊆ Ws. Thus,

ρg|Wr = (ρs|W ) ◦ θh ◦ (ρr|W )−1.

This means that [ρg]e is a block-form matrix (row-blocks, column-blocks indexed by R).
That is, if ρg(Wr) = Ws, then

[ρg]e =


0
0

[θh]e1
0
0

 ,

where the block [θh]e1 is located in the “r-th” block column and “s-th” block row (note
that we assume gr = sh). Each row-block and each column-block have exactly one non-
zero block. If we have a non-zero block in row s, column r, then the block is [θh]e1 , where
h ∈ H, s−1gr = h.

Let χθ be the character of (W, θ). Similarly, let χρ be the character of (V, ρ). Fix g ∈ G.
Recall that

χρ(g) = tr(ρg) = tr([ρg]e) =
∑
r∈R

r−1gr=h∈H

χθ(h)︷ ︸︸ ︷
tr([θh]e1)

=
∑
r∈R

r−1gr∈H

χθ(r
−1gr) =

1

|H|
∑
a∈G

a−1ga∈H

χθ(a
−1ga)

(Note that if a ∈ rH and r−1gr ∈ H, then a−1ga ∈ H, and in this case, they are conjugate
in H.)

Let θ(g) = conjugacy classes of g (in G). If θ(g) ∩ H = ∅, then χρ(g) = 0. Else, pick
h ∈ θ(g) ∩H.

Claim. {a ∈ G : a−1ga = h} is a right coset of CG(g) = {h ∈ G : gh = hg}, the centralizer
of g.
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So

χρ(g) =
1

|H|
∑

h∈H∩θ(g)
a∈{a∈G:a−1ga=h}

χθ(h)

=
|CG(g)|
|H|

∑
h∈H∩θ(g)

χθ(h)

=
|G|

|H| · |θ(g)|
∑

h∈H∩θ(g)

χθ(h). (|CG(g)| = |G|/|θ(g)|)

Example 14. If G = S3, H = 〈(123)〉, and the representation has degree 1 (say (C, θ)), then
the character table for χθ(h) is

h id (123) (132)
χθ(h) 1 ω ω2

Let (V, ρ) = IndS3
H (C, θ) = B with the character χρ. Using the formula, we get

g id (abc) (ab)
χρ(g) ? ? ?

Let g = id. Then θ(g) = {id}, so θ(g) ∩H 6= ∅. Thus

χρ(id) =
6

3 · 1
χθ(id) = 2.

As for (123) = g, we have θ(g) = {(123), (132)}. H ∩ θ(g) 6= ∅, so we use the given formula
again:

χρ((123)) =
6

3 · 2
(χθ((123)) + χθ((132))) = w + w2 = −1.

Similarly, since the θ(g) ∩H = ∅ for g = (12), we have χρ(g) = 0.

22. October 30

To start off, let’s find all irreducible representation of A5, with 1 identity, 20 three-cycles,
24 five-cycles, and 15 elements of the form (ab)(cd). There are five conjugacy classes:
{id}, {all 3-cycles}, θ((12345)), θ((21345)), {all (ab)(cd)}. Now we need two character tables,
one for irreducible representations and another for other representations.

We denote 1 the trivial representation of degree 1, with character χ1. Then χ1 is the trivial
character. Define P := (C5, ρ) with e1, e2, . . . , e5 the standard basis such that ρg(ei) := eg(i).
Thus, so far we have

{id} (abc) (ab)(cd) (12345) (21345)
χ1 1 1 1 1 1
{id} (abc) (ab)(cd) (12345) (21345)

χP 5 2 1 0 0

Note that, if

{id} (abc) (ab)(cd) (12345) (21345)
ϕ a b c d e
ψ a′ b′ c′ d′ e′

36



we have (ϕ | ϕ) = 1
60

(|a|2 + 20|b|2 + 15|c|2 + 12|d|2 + 12|e|2), and since (χP | χP) = 2, P
is not irreducible! But since (χP | χ1) = 1, we have P = 1 ⊕ Q with Q some irreducible
representation, so χP = χ1 + χQ. Use this to compute χQ.

Now consider Q ⊗ Q = S ⊕ A, where S := Sym2(Q),A := Alt2(Q). Note that we can
calculate χQ⊗Q from χQ. Use the decomposition to calculate χS and χA:

(χS | χ1) =
1

60
(10 + 20 · 1 + 15 · 2) = 1

(χS | χQ) =
1

60
(40 + 20 · 1) = 1.

Therefore, S = 1⊕Q⊕T, so χS = χ1 + χQ + χT. Since

(χT | χT) =
1

60
(25 + 20 · 1 + 15 · 1) = 1.

Thus, T is irreducible. So far, our two character tables are as follows:

{id} (abc) (ab)(cd) (12345) (21345)
χ1 1 1 1 1 1
χQ 4 1 0 −1 −1
χT 5 −1 1 0 0

{id} (abc) (ab)(cd) (12345) (21345)
χP 5 2 1 0 0
χQ⊗Q 16 1 0 1 1
χS 10 1 2 0 0
χA 6 0 −2 1 1

We need 5 irreducible representation, so we are yet to find 2 more irreducible representations.
Let the two remaining representations be B and C. If mB = deg(B) and mC = deg(C),
then 12 + 42 + 52 + m2

B + m2
C = |A5| = 60. Therefore mB = mC = 3. Note that there is

no 1,Q,T in the decomposition of A, since (χA | χ1) = (χA | χQ) = (χA | χT) = 0. Hence

χA = χB + χC since A = B ⊕C. This implies that final values are b, c = 1±
√

5
2

. Thus the
final character tables are:

{id} (abc) (ab)(cd) (12345) (21345)
χ1 1 1 1 1 1
χQ 4 1 0 −1 −1
χT 5 −1 1 0 0
χB 3 0 −1 b c
χC 3 0 −1 c b

{id} (abc) (ab)(cd) (12345) (21345)
χP 5 2 1 0 0
χQ⊗Q 16 1 0 1 1
χS 10 1 2 0 0
χA 6 0 −2 1 1

Question 3. What are T,B,C?
37



Answer 3. T: We need a representation of K C A4 of degree 1, where K is the Klein
4-subgroup.

A4 → GL(C)

g ∈ K 7→ id

(123)K 7→ (x 7→ ωx)

other cosets 7→ (x 7→ ω2x)

Call this representation (C, θ) of A4. Then IndA5
A4

(C, θ) is the representation of A5 of degree
5.

As for B or C, we start with the fact that A5 is isomorphic to the group of rigid symmetries
of the dodecahedron:

A5
//

B or C &&

SO3 ≤ GL(R3)

��
GL(C3)

A5 has a nontrivial automorphism, τ , namely conjugation by (12).

Claim. G = group of rigid symmetries of dodecahedron “is” A5.

Proof. 12 faces, and 5 rotations of a face, hence |G| = 60. Need to see how G acts on (some)
5-element. (Google the diagram!) �

23. November 3

23.1. Introduction to modules.

Definition 42. Let R be a ring (always with 1). A (left) R-module is an abelian group
(A,+) with a “scalar multiplication” operation R×A→ A defined as (r, a) 7→ ra, satisfying
the “usual” axioms:

• (r + s)a = ra+ sa
• (rs)a = r(sa)
• 1a = a
• r(a+ b) = ra+ rb.

We write RA if A is a left R-module.

Example 15. If F is a field, then every F -module is a vector space over F .

Example 16. Every abelian group (A,+) can be viewed as a Z-module, i.e., Z-modules ≡
abelian groups.

Example 17. R can be viewed as an R-module RR.

Definition 43. Let RA be an R-module. Then

(1) A submodule is a subgroup of (A,+) closed under scalar multiplication.
(2) Given a ∈ A, the cyclic submodule generated by a is {ra : r ∈ R} =: Ra.

Example 18. Some examples:
• Submodules of FV are exactly the subspaces of V , and Fa = span{a}.
• Submodules of ZA ≡ subgroups of (A,+) and Za = 〈a〉

38



• Submodules of RR ≡ left ideals of R.

Definition 44. Suppose that RA and RB are R-modules. Then a module homomorphism
from RA to RB is a homomorphism h : (A,+)→ (B,+) satisfying h(ra) = r · h(a).

Example 19. Some selected examples of (module) homomorphisms:

(1) If F is a field, then any homomorphism from FV to FVW is a linear map.
(2) Homomorphisms from ZA to ZB are just group homomorphisms.
(3) Consider RR. Let RA be any R-module. Given a ∈ A, define ha : R → A by

ha(r) = ra.

Claim. ha is a homomorphism from RR to RA.

Proof. For r, s ∈ R:

ha(r + s) = (r + s)a

= ra+ sa (∵ RA is an R-module)

= ha(r) + ha(s).

For any r, s ∈ R, must show ha(rs) = rha(s):

ha(rs) = (rs)a

= r(sa) (∵ RA is an R-module)

= rha(s),

as required. �

Definition 45. We define HomR(R,A) to be the set of all R-module homomorphisms from

RR to RA.

Fact 2. HomR(R,A) = {ha : a ∈ A}.

Fact 3. RR is the free R-module on one generator (1) (in the category of all R-modules).
Given h : RR→ RA, left a = h(1). Then h = ha (exercise!).

Definition 46. GIven RA1, · · · , RAk R-modules, their (external) direct sum is the group
A1 × · · · × Ak with scalar multiplication defined coordinate-wise:

r(a1, a2, . . . , ak) = (ra1, . . . , rak).

This direct sum is denoted by RA1 ⊕ · · · ⊕ RAk it is an R-module.

Definition 47. Given RA and B1, . . . , Bk submodules of A, we say that RA is the internal
direct sum of B1, . . . , Bk if every a ∈ A can be uniquely expressed as as a = b1 + · · · + bk
with bi ∈ Bi. We write in this case, RA = B1 ⊕ · · · ⊕Bk.

Fact 4. Usual facts about the direct sums:

(1) If RA = B1 ⊕ · · · ⊕Bk (internal direct sum) then RA
∼= RB1 ⊕ · · · ⊕ RBk (external).

(2) If RA
∼= RA1 ⊕ · · · ⊕ RAk (external) then there exist submodules B1, . . . , Bk with

RA = B1 ⊕ · · · ⊕Bk (internal) and, for all i, RBi
∼= RAi.
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23.2. Tensor products over noncommutative rings.

Remark 8. Tensor products over commutative rings are easily defined and have “beautiful”
properties. Unfortunately, over noncommutative rings it is messy and rather subtle. In this
course we will primarily focus on noncommutative rings.

Definition 48. Given R a ring, we can also define the notion of right R-module, with scalar
multiplication defined as A × R → A defined as a(rs) = (ar)s. Other key axioms can be
defined accordingly, with elements of R multiplied on the right-side rather than left.

Definition 49. Given rings R and S, an (R, S)-bimodule is an abelian group (A,+) with
two scalar multiple operations R × A → A and A × S → A so that A is a left R-module
(RA) and a right S-module (AS), satisfying r(as) = (ra)s for all r ∈ R, s ∈ S, a ∈ A. We
write RAS if A is an (R, S)-bimodule.

Example 20. If R is commutative, then every RA is naturally a right R-module AR and an
(R,R)-bimodule RAR by ar := ra. To verify this, we need to verify four axioms. The only
less obvious one to verify is a(rs) = (ar)s:

a(rs) := (rs)a = (sr)a (∵ R is commutative)

= s(ra) = (ar)s.

Similarly, one can check r(as) = (ra)s:

r(as) = r(sa) = (rs)a = (sr)a = s(ra) = (ra)s.

24. November 4

Example 21. More examples of R-modules:

(1) If R is commutative, then the left R-modules ≡ right R-modules ≡ (R,R)-bimodules
(2) More generally, if RA is a left R-module, and C is the centre of R then we can view RA

as an (R,C)-bimodule RAC . Define (right-)multiplication as follows: if a ∈ A, c ∈ C,
define a · c = ca (already defined). We can check that AC is a right C-modue, i.e.
r(ac) = (ra)c for all r ∈ R, c ∈ C, a ∈ A. Note that r(ac) = r(ca) = (rc)a = (cr)a =
c(ra) = (ra)c.

(3) Every ring R is an (R,R)-bimodule.
(4) If RA is a left R-module, then we can view it as an (R,Z)-bimodule RAZ.
(5) Given a bimodule RAS, then for any subrings R1 ≤ R and S1 ≤ S, we get an

(R1, S1)-bimodule R1
A
S1

(by “forgetting” some scalar multiplications).

24.1. Tensor product of modules.

Definition 50. Let R be a ring, and let AR be a right R-module and RB a left R-module.
We say that F is a free abelian group with a basis {e(a,b) : (a, b) ∈ A × B} if F consists of
elements of the form n1e(a1,b1) + · · · + nke(ak,bk) with k ≥ 0, (ai, bi) ∈ A × B, ni ∈ Z. Let H
be the smallest subgroup of F containing all:

e(a1+a2,b) − e(a1,b) − e(a2, b) (a1, a2 ∈ A, b ∈ B)

e(a,b1+b2) − e(a,b1) − e(a,b2) (a ∈ A, b1, b2 ∈ B)

e(ar,b) − e(a,rb) (a ∈ A, b ∈ B, r ∈ R).

Then the tensor product of A and B, A⊗R B, is defined as F/H.
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Definition 51. For (a, b) ∈ A×B, define a⊗b = e(a,b)+H ∈ F/H. Define ι : A×B → A⊗RB
by ι(a, b) = a⊗ b.

Definition 52. If C is an abelian group, and AR right R-module and RB left R-module,
then a function α : A×B → C is middle R-bilinear (or R-balanced) if

• α(a1 + a2, b) = α(a1, b) + α(a2, b)
• α(a, b1 + b2) = α(a, b1) + α(a, b2)
• α(ar, b) = α(a, rb).

Claim. ι : A×B → A⊗R B is middle R-bilinear.

Proof. Check ι(ar, b) = ι(a, rb). We have ι(ar, b) = (ar) ⊗ b = e(ar,b) + H, and ι(a, rb) =
a⊗ (rb) = e(a,rb) +H, and e(ar,b) +H = e(a,rb) +H since e(ar,b) − e(a,rb) ∈ H.

Other axioms can be checked in a similar manner. �

Claim. For any abelian group C, any middle R-bilinear map α : A× B → C, there exists a
unique group homomorphism α : A⊗R B → C such that α ◦ ι = α.

A×B
ι
��

α // C

A⊗R B
∃! α

;;

Namely, we want α so that the diagram below commutes:

F

ν
��

α // C

F/H
α

==

Proof. Recall that F is a free abelian group. We can define a (unique )group homomorphism
α∗ : F → C satisfying α∗(e(a,b)) = α(a, b) for all (a, b) ∈ A×B. Since α is middle R-bilinear,
ker(α∗) contains e(a1+a2,b) − e(a1,b) − e(a2,b), etc. Since

α(a1 + a2, b) = α(a1, b) + α(a2, b)

α∗(e(a1+a2,b)) = α(e(a1,b)) + α(e(a2,b)) = α(e(a1,b) + e(a2,b)).

Hence α∗(e(a1+a2,b))− e(a1,b) − e(a2,b) = 0. Thus, H ⊆ ker(α∗). �

Now we try to turn A⊗R B into a module. Two possible methods:

Method 24.1. We will attempt to construct SAR and RB. Form A ⊗R B, and define an
action of S on left by s(a⊗b) = (sa)⊗b. This will turn A⊗RB into a left S-mobule SA⊗RB.

Method 24.2. We need a ring S, and R must be a subring of the centre of S. Then we
need two left S-modules SA and SB, and we will get a new S-submodule.

25. November 6

Let R be a ring, AR and RB be modules. Then A⊗RB is an abelian group. Now we turn
A⊗R B into a left S-module.
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Method 25.1. Went A is an (S,R)-bimodule (SAB), then for s ∈ S declare s(a ⊗ b) =
(sa) ⊗ b. Extend linearly to sums of simple tensors. Formally, given s ∈ S, define αs :
A×B → A⊗R B by αs(a, b) = (sa)⊗ b.

Claim. αs is middle R-bilinear.

Proof. Additive in the first variable, since

αs(a1 + a2, b) = s(a1 + a2)⊗ b = (sa1 + sa2)⊗ b
= sa1 ⊗ b+ sa2 ⊗ b = αs(a1, b) + αs(a2, b).

αs(ar, b) = s(ar)⊗ b = (sa)r ⊗ b
= sa⊗ rb = αs(a, rb).

By the universal property, there exists a unique group homomorphism αs : A⊗RB → A⊗RB
such that αs ◦ ι = αs, i.e., αs(a⊗ b) = αs(a, b) = (sa)⊗ b, where ι(a, b) = a⊗ b.

Define a left action of S on A⊗RB. For x ∈ A⊗RB and sinS, let s · x = αs(x). You will
show in the assignment to show that this gives a left S-module SA⊗R B. �

Definition 53. SA⊗R B as defined in Method 25.1 is called the left tensor product of SAR
with RB.

Method 25.2. Given SA and SB, and R a subring of the centre of S, we can view SA as

SAR and SB as RB. The idea is that for s ∈ S, let s(a⊗ b) = (sa)⊗ (sb) (need to verify if
it’s well-defined) and then extend linearly.

To formalize this, define (for s ∈ S) βs : A × B → A ⊗R B by βs(a, b) := (sa) ⊗ (sb).
Check middle R-bilinearity:

βs(ar, b) = s(ar)⊗ (sb) = (sa)r ⊗ (sb) = (sa)⊗ r(sb)
= (sa)⊗ (rs)b = (sa)⊗ (sr)b = (sa)⊗ s(rb)
= βs(a, rb).

Thus SB is a left S-module as r is in the centre of S. Repeat this argument from Method 1
to obtain βs : A⊗R B → A⊗R B and define s · x = βs(x). This gives another left S-module
denoted

S(A⊗R B).

Remark 9. Upon comparing the two methods, the second method is nicer, which gives the
cleaner output SA⊗R B, and is symmetric, i.e., S(A⊗R B) ∼= S(B ⊗R A). The first method
is uglier in nearly all respects, since it is not uniform and not symmetric. However, method
1 has no restrictions on R and S.

Example 22 (Application of the first method). Suppose that R and S are rings with R ≤ S,
and that RB is given. It will be nice if we can make this an S-module. This is called the
extension of scalars.

Recall that we can consider S as SSS and SSR. We can apply the first method to get

SS ⊗R B =: SB, a left S-module. Define ι : B → B by ι(b) = 1⊗ b.

Claim. ι : RB → RB is an R-module homomorphism.
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Proof. For addition, we have

ι(b1 + b2) = 1⊗ (b1 + b2) = 1⊗ b1 + 1⊗ b2 = ι(b1) + ι(b2).

As for multiplication, for r ∈ R and the multiplication definition of S on S ⊗R B.

ι(rb) = 1⊗ (rb) = 1r ⊗ b = r1⊗ b = r(1⊗ b) = r · ι(b).
�

If ι is injective, then RB is ∼= to a submodule of RB, the restriction to R of SB.

Example 23. If S = R, then RB
∼= RB. In fact, ι serves as an isomorphism.

Example 24. If F,K are fields and F ≤ K, and if FV is a vector space over F , then

FV → KK ⊗F V = KV ,

a vector space over K of same dimension as FV .

Example 25. Let A be a finite abelian group. Then we can view A as a left Z-module ZA.
Let S = Q. Then ZA→ QQ× ZA = QA. And in the assignment, you will prove that, in fact,∣∣
QA
∣∣ = 1, the zero vector space!

26. November 10: Semisimple rings and their modules

Definition 54. Let R be a ring. An R-module RA is simple if:
• A 6= {0}
• its only submodules are {0} and RA.

Example 26. If R = F is a field, then simple F -modules are one-dimensional vector spaces
over F (only one up to isomorphism).

Example 27. R = Z. Simple Z-modules are simple abelian groups, i.e., (Z/pZ,+), p prime.

Suppose that RA is a simple R-module. Pick a ∈ A, a 6= 0. Then

{0} 6= Ra ≤ RA,

so A = Ra. Since cyclic, RA
∼= R(R,+)/I, for some left ideal I (by Assignment #6). The

submodules of a simple module R(R,+)/I correspond to the left ideals of R containing I,
by the correspondence theorem. Therefore I is a maximal left ideal.

Lemma 12. Every simple RA is isomorphic to R(R,+)/I, with I a maximal left ideal of R.

If R = F is a field, and R = Mn(F ), then one can find all the maximal left ideals I
of R. Thus one can determine, up to isomorphism, all simple R-modules. In fact, all are
isomorphic to (F,+)n, with R acting on this group by left-multiplication by matrices. We
can also show that

Lemma 13. Let R = Mn(F ). Then R(R,+) can be written as a direct sum of simple
modules.

Proof. For i = 1, 2, . . . , n, let Si be the set of n× n matrices which are 0 everywhere except
for the i-th column. We can also show that:

• each Si is a submodule of R(R,+)
• each Si is isomorphic to R(F,+)n (so is simple)
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• R(R,+) = S1 ⊕ · · · ⊕ Sn.
Then the claim follows. �

Definition 55. A ring R is semisimple if R(R,+) can be written as a direct sum of simple
R-modules.

Theorem 12 (Wedderburn’s theorem I). Suppose that R is semisimple. Then every R-
module RA can be written as a direct sum of (possibly infinitely many) simple R-modules.

Proof (sketch, when R = Mn(F )). For i = 1, 2, . . . , n, let ei be matrix with 1 at (i, i)-position
and 0 elsewhere. we note the following facts about ei:

• e2
i = ei

• eiej = 0 for all i 6= j
• e1 + e2 + · · ·+ en = 1.

Let Si = Rei. Now let RA be an R-module, and let a ∈ A.

Claim. Each Sia is a submodule of RA, and RSia is a homomorphic image of RSi. Therefore,
Sia is either isomorphic to RSi or is {0}.

Note that a ∈ S1a+ · · ·+Sna, since a = 1a = (e1 + · · ·+en)a ∈ S1a+ · · ·+Sna. Therefore,
each a ∈ A belongs to the sum of some simple submodules. Now, we apply Zorn’s lemma
(“Zornification (?)”). �

Remark 10. Note that everything about Mn(F ) is true for Mn(D), where D is a division ring
(i.e. has all the properties of fields except that it need not be commutative).

26.1. Direct product of rings. Suppose R = R1 × R2 × · · · × Rk. Observe that if RiA is
an Ri-module, then it is naturally an R-module, via (r1, r2, . . . , rk) · a = ria. Conversely, for
i = 1, 2, . . . , k, let ei = (0, 0, . . . , 0, 1, 0, . . . , 0) ∈ R (i.e., 1 in the i-th entry only).

Lemma 14. Let RA be an R-module. For i = 1, 2, . . . , k, let Ai = eiA. Then:

(1) Each Ai is a submodule of RA.
(2) Each Ai is naturally an Ri-module (i.e., ria = (0, 0, . . . , 0, ri, 0, . . . , 0)a)
(3) RA = RA1 ⊕ · · · ⊕ RAk. (Morally, RA decomposes into R1

A1, . . . , RkAk.)

Definition 56. If R = R1 × · · · ×Rk and

RA = RA1 ⊕ · · · ⊕ RAk,

then this decomposition is called the canonical decomposition of RA, relative to R = R1 ×
· · · ×Rk.

Corollary 17. If R, S are semisimple, then so is R× S.

Proof. Consider the canonical decomposition of (R× S,+):

R×S(R× S,+)“ ∼= ”R(R,+)⊕ S(S,+). �

Theorem 13 (Wedderburn’s theorem II). Let R be a ring. Then:

(1) R is semisimple if and only if

R ∼= Mn1(D1)×Mn2(D2)× · · · ×Mnk(Dk)

for some division rings D1, D2, . . . , Dk and n1, n2, . . . , nk ≥ 1.
(2) If R is semisimple and R has a subring F , which:
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• is an algebraically closed field
• is contained in the centre of R
• and dimF (R) <∞,

then D1 = D2 = D3 = · · · = Dk = F .

27. November 11: Return to Serre (Chapter VI)!

Now that we finished the excursion, time to remind ourselves of some usual notation: let
G be a finite group, and let V be the vector space in the regular representation of G with
a basis {eg : g ∈ G}. Define a product operation on V , and the idea was that eg · eh = egh.
Then we extend linearly to all the elements of V . If G = {g1, g2, . . . , gn}, and every v ∈ V
can be written

v =
n∑
i=1

ciegi .

Formally expand the product:(
n∑
i=1

aiegi

)
·

(
n∑
j=1

bjegj

)
=
∑
i,j

aibjegigj

=
∑
g∈G

 ∑
gigj=g

aibj

 eg.

Definition 57. The structure (V,+, ·) we just constructed is called the group ring of G over
C, and we write C[G] or CG.

Proposition 58. A few facts about group rings:

(1) It is a ring.
(2) A group ring is commutative if and only if G is abelian.
(3) Its identity element is e1.
(4) spanC(e1) = {ce1 : c ∈ C} is a subring of C[G].
(5) spanC(e1) ∼= C (ring isomorphism).
(6) spanC(e1) is contained in the centre of C[G].

Proofs of (4) and (5). Define f : C → C[G] by f(c) = ce1. Obviously f(C) = spanC(e1).
Check if f is a ring homomorphism. Clearly, f(c+ d) = (c+ d)e1 = ce1 + de1 = f(c) + f(d),
and f(cd) = (cd)e1 = (ce1) · (de1) = f(c) ·f(d), by the definition of product in C[G]. Finally,
we have f(1) = 1e1 = e1, which is the identity element, as required. Also, since f 6≡ 0 (not
constantly zero), f is injective (since C is a field). This proves both (4) and (5). �

Notational trick: we will identify each eg with g. So, with this notational trick, elements
of V have form

n∑
i=1

cigi,

and this puts G ⊆ V . So the identity of C[G] is 1. Secondly, identify each c1 ∈ spanC(1)
with c. And in doing so, this puts spanC(1) = C, and C ⊆ C[G]. Modulo this notational
trick, we can re-write some of statements in Proposition 58 as follows:

(1) C[G] is a ring.
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(2) G ∪ C ⊆ C[G]
(3) C is a subring sontained in the centre of C[G].

Now it’s time to talk about C[G]-modules. Let C[G]W be a left C[G]-module. Since C ≤ C[G],
W is also a C-module, i.e., vector space over C. For each g ∈ G, we see that g “acts” on W
(by left multiplication). Define ρg : W → W, ρg(w) = gw.

Claim. ρg ∈ GL(W ) (for each g ∈ G), and ρg ◦ ρh = ρgh, where g, h ∈ G.

Proof. We start with proving the second part of the claim: (ρg ◦ ρh)(w) = ρg(ρh(w)) =
ρg(hw) = g(hw) = (gh)w = ρgh(w). The first part is slightly more complicated, and this
will be left as an exercise. �

So if ρ : G → GL(W ) defined by ρ(g) = ρg, then (CW, ρ) is a representation of G.
Conversely, let (W, ρ) be some representation of G. Take (W,+) and turn it into a C[G]-
module by (

n∑
i=1

cigi

)
· w =

n∑
i=1

ciρgi(w) ∈ W.

Claim. (W,+) with the scalar multiplication as defined above is a left C[G]-module, and
there is a bijection between the set of representations of G and the set of left C[G]-modules.
This one-to-one correspondence can be characterized as: (W, ρ)↔ C[G]W and ρg(w)↔ gw.

Now we explain why this connection is very nice!

Lemma 15. Suppose (W, ρ), (X, σ) are representations of G. Let C[G]W and C[G]X be their
corresponding C[G]-modules. Suppose that f : W → X. Then f is a morphism from (W, ρ)
to (X, σ) if and only if f is a (module) homomorphism from C[G]W to C[G]X.

Proof. (⇒) GIven f is a morphism, we need to prove that f(w1 +w2) = f(w1) + f(w2), and
that f(r · w) = r · f(w) for all w ∈ W, r ∈ C[G]. The first one is easy, since f is C-linear.
For the second claim, write

r =
n∑
i=1

cigi.

Then we have

f(r · w) = f

((
n∑
i=1

cigi

)
· w

)
= f

(∑
i

ciρgi(w)

)
=
∑
i

cif(ρgi(w)) (by C-linearity)

=
∑
i

ciσgi(f(w)) (since f is a morphism)

=

(∑
i

cigi

)
· f(w) ∈ C[G]X

= r · f(w),

as required.
(⇐) Exercise! �
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Some correspondences:

Representations of G C[G]-modules
morphisms module homomorphisms

subrepresentations submodules
direct sums direct sums

tensor products symmetric tensor product over C (C[G](W ⊗C X))

irreducible representations simple modules
regular representations C[G](C[G],+)

Theorem 14. Let G be a finite group. Then C[G] is semisimple.

Proof. Let R = C[G]. Consider (R,+) as a left R-module R(R,+), i.e., the module corre-
sponding to the regular representation of G. The regular representation is of finite degree, so
it decomposes as a direct sum of irreducible representations. Thus, by our correspondence,

R(R,+) decomposes as a direct sum of simple modules. �

28. November 13

Recall that, if G is a finite group, then the group ring C[G] is a semisimple ring, and that C
is contained in the centre of C[G]. Additionally, dimC(C[G]) = |G| <∞. By Wedderburn’s
theorem, C[G] ∼=

∏
Mni(C). We hope to discover this isomorphism.

We explore the “real story” in the translation from (W, ρ) to C[G]W . Suppose that (W, ρ)
is a representation of degree n. So ρ : G → GL(W ) is a group homomorphism preserving ·
and 1.

Remark 11. Some facts:

(1) GL(W ) ⊆ End(W ) := HomC(W,W )
(2) End(W ) is naturally a ring (End(W ),+, ◦) and is a vector space over C with dimen-

sion n2.
(3) End(W ) ∼= Mn(C) (both as a ring and as a vector space)

For any ρ : G→ GL(W ), extend ρ to ρ̃ : C[G]→ End(W ) additively, i.e.,

r =
∑
g∈G

cgg ⇒ ρ̃(r) =
∑
g∈G

cgρg

Lemma 16. ρ̃ is a ring homomorphism and a C-linear map.

Proposition 59 (Prop A). Suppose that (W, ρ) is irreducible. Then ρ̃ : C[G]→ End(W ) is
surjective.

Proof (sketch). Recall that the dual representation (W ∗, ρ∗) (as from Assignment #5) is
irreducible. Thus (W ⊗ w∗, ρ � ρ∗) is an irreducible representation of G × G. Note that
W ∗ = Hom(W,C) and ρ∗g : W ∗ → W ∗ is defined as ρ∗g(L) = L ◦ ρg−1 .

End(W ) supports a representation (End(W ), τ) of G × G given (h, k) ∈ G × G, where
τ(h,k) : End(W )→ End(W ) defined as τ(h,k)(f) = ρh ◦ f ◦ ρk−1 .

Claim. (End(W ), τ) is a representation of G×G.

Recall from Assignment #5 that for any finite-dimensional V , we have

V ⊗W ∼= Hom(V ∗,W )
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Also, naturally, we have V ∗∗ ∼= V . So W ⊗ V ∗ = V ∗ ⊗W ∼= Hom(V,W ), and particularly
W ⊗W ∗ ∼= End(W ). In fact, we have

(W ⊗W ∗, ρ� ρ∗) ∼= (End(W ), τ),

as representations of G×G. Hence (End(W ), τ) is irreducible also.

Claim. im(ρ̃) is a G×G-invariant subspace of (End(W ), τ).

Clearly a subspace. If we let

r =
∑
g∈G

cgg ∈ C[G],

then

ρ̃(r) =
∑
g∈G

cgρg.

Pick (h, k) ∈ G; then we have

τ(h,k)

(∑
g∈G

cgρg

)
= ρh ◦

(∑
g∈G

cgρg

)
◦ ρk−1 =

∑
g∈G

cgρhgk−1 ∈ im(ρ̃).

Clearly, im(ρ̃) 6= {0}, since ρ̃(1) = ρ1 = idW . Hence im(ρ̃) = End(W ). �

Proposition 60 (Prop B). Suppose that (W, ρ) is irreducible. Let χ be its character. Suppose
that

r =
∑
g∈G

α(g)g,

where α ∈ ClaFun(G). Then ρ̃(r) is a scalar multiplication by

|G|
dim(W )

(α | χ∗) .

Proof. Recall

ρ̃(r) =
∑
g∈G

α(g)ρg,

and by Proposition 34,
1

|G|
∑
g∈G

α(g)ρg

is scalar multiplication by
1

dim(W )
(α | χ∗) ,

as desired. �

Corollary 18. Suppose that (W1, ρ1) is an irreducible representation of G. Then there exists
e ∈ C[G] such that for every irreducible representation (W, ρ),

ρ̃(e) =

{
1 if (W, ρ) ∼= (W1, ρ1)

0 otherwise.
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Proof. Let χ1 be the character of (W1, ρ1). Define

α :=
dim(W1)

|G|
χ∗1 ∈ ClaFun(G).

Let

e =
∑
g∈G

α(g)g ∈ C[G],

and let (W, ρ) be an irreducible representation with character χ. By Proposition 60, ρ̃(e) is
a scalar multiplication by

|G|
dim(W )

(α | χ∗) =
|G|

dim(W )
· dim(W1)

|G|
(χ∗1 | χ∗)

=
dimW1

dimW
(χ | χ1)

=

{
0 if (W, ρ) 6∼= (W1, ρ1)

1 otherwise.

Now, let (W1, ρ1), . . . , (Wk, ρk) be a list of irreducible representations of G. Define h : C[G]→
End(W1) × · · · × End(Wk) by h(r) = (ρ̃1(r), . . . , ρ̃k(r)). It is easy to show that h is a ring
homomorphism and a C-linear map. So the dimension of

∏
End(Wi) is n2

1 + · · ·+ n2
k where

dimWi = ni whereas dimC(C[G]) = |G|. But then it is already known that |G| =
∑
n2
i . So

it suffices to show that h is surjective. �

29. November 17

Let G be a finite group, and (Wi, ρi) be the irreducible representations of G, for 1 ≤ i ≤ k,
and as usual, suppose C[G] is the group ring of G. For i = 1, 2, . . . , k, let ρi : G→ GL(Wi),
and extend this map so that ρ̃i = C[G]→ End(Wi). Define

h : C[G]→
k∏
i=1

End(Wi)

by

h(r) = (ρ̃1(r), . . . , ρ̃k(r))

a ring homomorphism and a vector space homomorphism.

Proposition 61. h is a ring isomorphism.

Proof. Since h is a ring homomorphism, it is enough to show that h is surjective (injectivity
follows from surjectivity). Let’s recall some facts:

(1) By Proposition 59, each ρ̃i is surjective.
(2) We also know that the k-tuples of the form (1, 0, 0, . . . , 0), (0, 1, 0, . . . , 0), (0, 0, 1, 0, . . . , 0),

(0, 0, . . . , 0, 1) are in range(h). In other words, there exists e1, . . . , ek ∈ C[G] such
that

h(ei) = (ρ̃i(ei), . . . , ρ̃k(ei)) = (0, 0, . . . , 0, 1, 0, . . . , 0)

(1 in the i-th entry), according to Corollary 18.
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Now surjectivity is “obvious”. Let’s see why it is. To prove that h is surjective, start off by
choosing

(f1, f2, . . . , fk) ∈
k∏
i=1

End(Wi).

Each ρ̃i is surjective, so there exists r1 ∈ C[G] such that ρ̃1(r1) = f1. Thus the first entry of
h(r1) is f1, so we have

h(e1r1) = h(e1)h(r1) = (1, 0, . . . , 0) · (f1, ∗, . . . , ∗) = (f1, 0, 0, . . . , 0).

Similarly, for all i we can get ri so that

h(eiri) = (0, 0, 0, . . . , fi, 0, . . . , 0).

So we can construct e1r1 + . . . , ekrk so that

h(e1r1 + · · ·+ ekrk) = (f1, f2, . . . , fk).

Therefore h is surjective. �

Remark 12. Therefore, Proposition 61 shows that

C[G] ∼= End(W1)× · · · × End(Wk) ∼= Md1(C)× · · · ×Mdk(C),

hence verifying Wedderburn’s theorem.
Note that this sheds light on the canonical decomposition of the regular representation of

G, i.e.,

(V, ρ) ∼=
k⊕
i=1

(Wi, ρi)⊕ · · · ⊕ (Wi, ρi)︸ ︷︷ ︸
di(canonical component)

 ,

and V = (C[G],+). The i-th canonical component of (V, ρ) is

h−1({0} × · · · × {0} × End(Wi)× {0} × · · · × {0}),
or to put in another way,

{r ∈ C[G] : h(eir) = h(r)}.

29.1. More about induced representations (well, not exactly...)

(1) Chapter VII in Serre
(2) Frobenius reciprocity
(3) Mackey’s criterion

One fact about induced representations:

Remark 13. Suppose H ≤ G. Let (W, θ) be a representation of H and (V, ρ) the representa-
tion of G induced by (W, θ), i.e. (V, ρ) = IndGH(W, θ). Then clearly C[H] ≤ C[G], and if we
let C[H]W is a C[H]-module corresponding to (W, θ) and C[G]V a C[G]-module corresponding
to (V, ρ), then C[G]V is the extension of scalars of C[H]W . In other words, we have

C[G]V = C[G]C[G]⊗ C[H]W,

by Method 25.1.

We won’t talk about induced representations anymore, but we will talk about some subtle
arithmetical information about G that can be deduced from C[G].
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29.2. Characterization of the centre of C[G]. Start with

u =
∑
g∈G

α(g)g,

where α ∈ CG. Fix h ∈ G. Then

hu = h

(∑
g∈G

α(g)g

)
=
∑
g∈G

α(g)hg =
∑
g∈G

α(h−1g)g,

and similarly,

uh =

(∑
g∈G

α(g)g

)
h =

∑
g∈G

α(g)gh =
∑
g∈G

α(gh−1)g

So hu = uh if and only if α(h−1g) = α(gh−1) for all g ∈ G. Let g′ = h−1g, i.e., α(hg′h−1) =
α(g′) for all g′ ∈ G. Therefore, hu = uh if and only if α is invariant under the conjugation
by h if and only if α ∈ ClaFun(G). Now it’s easy to see that if u commutes with all g ∈ G,
then u commutes with all x ∈ C[G]. This proves that the centre of C[G] consists of

u =
∑
g∈G

α(g)g,

where α ∈ ClaFun(G).

Remark 14. If R = Z(C[G]) (the centre of C[G]), then:

(1) R is a commutative ring
(2) For each conjugacy class O of G, let eθ =

∑
g∈θ

g =
∑
g∈G

αθ(g)g, where

αθ(g) =

{
1 if g ∈ θ
0 else.

This is a class function, so eθ ∈ R for all conjugacy classes θ.

Hence we can state the following: R = spanC{eθ : θ a conjugacy class of G}. In fact, these
eθ’s form a C-basis for R, and the dimC(R) = # of conjugacy classes of G, as a C-vector
space.

30. November 18: More about the centre of C[G]

Let G be a finite group, and (W, ρ) an irreducible representation of G. As usual, let
ρ̃ : C[G] → End(W ) be the extension of ρ, and R ⊆ C[G] the centre of C[G]. Consider
ρ̃|R : R → End(W ), which is also a ring homomorphism. Recall Proposition 60, which says
that if r =

∑
g∈G

α(g)g and α ∈ ClaFun(G) (i.e., if r ∈ R), then ρ̃(r) is a scalar endomorphism,

say by λr. Then we have

λr =
|G|

dim(W )
(α | χ∗) ,

with χ = char(W, ρ).
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Define wρ : R→ C with wρ(r) = λr. And this is a ring homomorphism. Note that:

(α | χ∗) =
1

|G|
∑
g∈G

α(g) · χ(g)

∴ wρ(r) = λr =
|G|

dim(W )
· 1

|G|
∑
g∈G

α(g)χ(g).

Hence, we have:

Proposition 62. Let R be the centre of C[G]. Let (W, ρ) be an irreducible representation of
G. Then the map

wρ : R→ C, wρ

(∑
g∈G

α(g)g

)
=

1

d

∑
g∈G

α(g)χ(g) (α ∈ ClaFun(G))

is a ring homomorphism.

Proof. Only need to check that wρ(1) = 1. But then wρ(1) = χ(1)/d, and since χ(d) is the
dimension of W , it follows that wρ(1) = 1. �

31. November 18: some algebraic number theory

Definition 63. Let R be a commutative ring containing Z and u ∈ R.

(1) u is algebraic over Z if u is a root of some nonzero polynomial p(x) ∈ Z[x].
(2) u is integral over Z if u is a root of some monic polynomial p(x) ∈ Z[x].
(3) If R = C, then u ∈ C is an algebraic integer if it is integral over Z.

Example 28. Examples of integral elements:

(1) Every integer n ∈ Z is integral over Z.
(2) c/d ∈ Q is integral over Z if and only if c/d ∈ Z.

Proof. Suppose that c/d is a root of a monic polynomial with integer coefficients.
Say f(x) = xn + an−1x

n−1 + · · · + a1x + a0 with ai ∈ Z. If f(c/d) = 0, then
(c/d)n + an−1(c/d)n−1 + · · ·+ a1(c/d) + a0 = 0, or

cn + an−1c
n−1d+ · · ·+ a1cd

n−1 + a0d
n︸ ︷︷ ︸

divisible by p

= 0.

Assume that c/d is in lowest terms. If c/d ∈ Z, then there exists a prime that p | d
but p - c. But note that p | cn, so p | c, and this is a contradiction. �

(3) Every n-th root of 1 is integral over Z.
(4) If R, S are commutative, then both contain Z. So if h : R → S is a ring homomor-

phism and u ∈ R and u is integral over Z, then so is h(u).

Definition 64. Let R be a commutative ring.

(1) If u1, . . . , un ∈ R then the span of Z is

spanZ(u1, . . . , un) = {a1u1 + · · ·+ anun : a1, . . . , an ∈ Z}.
(2) Suppose that U is a subgroup of (R,+). Then U is finitely generated as a Z-module

iff there exist u1, u2, . . . , un ∈ U such that spanZ(u1, . . . , un) = U .
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(3) If u ∈ R, then Z[u] is the subring of R generated by u. Equivalently, Z[u] =
spanZ{1, u, u2, u3, . . . } = {f(u) : f(x) ∈ Z[x]}.

Proposition 65. Let R be a commutative ring containing Z. Let u ∈ R. Then the following
are equivalent:

(1) u is integral over Z
(2) Z[u] is finitely-generated as Z-module
(3) there exists a subring S ≤ R with u ∈ S such that S is finitely-generated as Z-module.

But, before going into the proof, need to mention the following theorem/big fact we will
use:

Theorem 15. Submodules fo a finitely-generated Z-module are finitely generated.

Proof of Proposition 65. ((1) ⇒ (2)) Assume that u is integral over Z. So say f(u) = 0
for some f(x) ∈ Z[x], monic. For m ≥ n = deg(f), take xm and divide it by f(x). Get
quotient q(x) and remainder r(x) (in Q[x]). Since f(x) is monic, by the division algorithm
we have q, r ∈ Z[x]. Then xm = f(x)q(x) + r(x), so we have um = f(u)q(u) + r(u) = r(u) ∈
spanZ(1, u, u2, . . . , un−1). Hence Z[u] = spanZ(1, u, u2, . . . , un−1).

((2)⇒ (1)) Assume that Z[u] = spanZ(v1, . . . , vk) is finitely-generated as Z-module. Each
vi ∈ Z[u] = spanZ(1, u, u2, · · · ), so there existsN such that v1, . . . , vk ∈ spanZ(1, u, u2, . . . , uN).
Thus we have uN+1 ∈ Z[u] = spanZ(1, u, u2, . . . , uN), and this gives p(x) ∈ Z[x], monic of
degree N + 1 such that p(u) = 0.

((2) ⇒ (3)) This is immediate: just let S = Z[u].
((3) ⇒ (2)) Given u ∈ S, finitely-generated as a Z-module, then Z[u] ≤ S. Thus Z[u] is

a subgroup of (S,+). Since S is finitely-generated, it follows that Z[u] is finitely-generated
also, by Theorem 15. �

32. November 20

Some consequences of Proposition 65:

Corollary 19. Suppose that R is a commutative ring containing Z and R is finitely-generated
as a Z-module. Then every u ∈ R is integral over Z.

Proof. Apply statement (3) of Proposition 65 with S = R. �

Corollary 20. Suppose R is commutative containing Z. The set {u ∈ R : u integral over Z} =
S is a subring of R.

Proof. Obviously 1 ∈ S. Let u, v ∈ S. So u, v are integral over Z so Z[u] = spanZ(1, u, u2, . . . ,
un−1) and Z[v] = spanZ(1, v, v2, . . . , vm−1) for some m and N . Must show that u ± v and
uv are integral over Z. Let T = spanZ({uivj : i < n, j < m}. Then T is a finitely-generated
submodule of (R,+). We claim (without proof) that T is a subring of R. By the previous
corollary, every element of T is integral over Z. Thus u± v, uv are integral over Z. �

Now we return to the representation (Section 6.5 in Serre):

Proposition 66. Let χ be the character of (V, ρ) of G of finite degree. Then χ(g) is an
algebraic integer for all g ∈ G.
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Proof. If |G| = n, then χ(g) = tr(ρg) = sum of eigenvalues of ρg, which are n-th roots of
unity. Every n-th root of unity is integral over Z, so their sum is integral over Z also. �

Let R = Z(C[G]), the centre of C[G], i.e., a commutative ring containing Z.

Definition 67. We define

Z[G] :=

{∑
g∈G

ngg : ng ∈ Z

}
⊂ R.

Note that Z[G] is a subring of C[G].

Lemma 17. Every element of R ∩ Z[G] is integral over Z.

Proof. Z[G] is a ring, finitely-generated as a Z-module. R ∩ Z[G] is a subring of both,
so is a commutative ring. Also it is a submodule of Z[G]. By Theorem 15, R ∩ Z[G] is
finitely-generated as a Z-module. Thus by Corollary 19, every r ∈ R ∩ Z[G] is integral over
Z. �

Example 29. Let C be the set of conjugacy classes of G. For θ ∈ C,

eθ =
∑
g∈θ

g.

Lemma 18. Each eθ is integral over Z.

Proposition 68. Let G be a finite group, and α ∈ ClaFun(G) such that each α(g) is an
algebraic integer (i.e., integral over Z). Let

u =
∑
g∈G

α(g)g ∈ R.

Then u is integral over Z.

Proof. For each θ ∈ C, let bθ be the constant value α(g), g ∈ θ. Then

u =
∑
θ∈C

(∑
g∈θ

α(g)g

)
=
∑
θ∈C

(∑
g∈θ

bθg

)

=
∑
θ∈C

bθ

(∑
g∈θ

g

)
=
∑
θ∈C

bθeθ.

Recall that bθ is an algebraic integer and eθ is integral over Z, and that all bθ, eθ are in R
and integral over Z. Hence

∑
bθeθ is also integral over Z, by Corollary 20. �

Now let (W, ρ) be an irreducible representation of G. Let ρ̃ : C[G] → End(W ), and let
wρ : R→ C be a ring homomorphism. Recall that χ := char(W, ρ) and d = dim(W ). THen

wρ

(∑
g∈G

α(g)g

)
=

1

d

∑
g∈G

α(g)χ(g).

As wρ is a ring homomorphism, we have
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Corollary 21. Suppose α ∈ ClaFun(G) such that each α(g) is an algebraic integer. Let
(W, ρ) be an irreducible representation of G with character χ. Then

1

d

∑
g∈G

α(g)χ(g)

is an algebraic integer where d is the degree of (W, ρ).

Fix irreducible representation (W, ρ) with degree d and character χ. Define α ∈ ClaFun(G)
by α(g) = χ(g−1) ∈ ClaFun(G). Then all values of α are algebraic integers. Note that

1

d

∑
g∈G

α(g)χ(g) =
1

d

∑
g∈G

χ(g−1)χ(g)

=
|G|
d

(
1

|G|
∑
g∈G

χ(g−1)χ(g)

)
=
|G|
d
〈χ, χ〉

=
|G|
d

(χ | χ) =
|G|
d
,

so it is an algebraic integer. So |G|/d ∈ Z, i.e., d | |G|. Hence we proved:

Theorem 16 (Lagrange-like theorem). If (W, ρ) is an irreducible representation, then dim(W )
divides |G|.

33. November 24

Suppose that G is a finite group and (W, ρ) is an irreducible representation of G and
dim(W ) = D. Then we know that

(1) d divides |G| (Theorem 34)
(2) If G has an abelian normal subgroup, say A, then d ≤ [G : A]. (Corollary 16)

Proposition 69 (Mackey). Let G be a finite group and let Z(G) be the centre of G. If
(W, ρ) is an irreducible representation, then dim(W ) | [G : Z(G)].

Proof. Let d = dim(W ), n = |G| and k = |Z(G)|. We will show that dk | n. Let h ∈ Z(G)
and observe that ρh commutes with ρg for all g ∈ G. This means that ρh : (W, ρ)→ (W, ρ)
is a morphism. By Schur’s lemma (Lemma 7), ρh is multiplication by some λh. This gives a
homomorphism λ : Z(G)→ C∗ defined as h 7→ λh.

Fix m ≥ 1. By Theorem 9, the representation

(W ⊗ · · · ⊗W︸ ︷︷ ︸
m

, ρ� · · ·� ρ︸ ︷︷ ︸
m

)

is an irreducible representation of Gm. Recall that if g = (g1, g2, . . . , gm) ∈ Gm, then
(ρm)g(v1 ⊗ · · · ⊗ vm) = ρg1(v1)⊗ · · · ⊗ ρgm(vm). If h = (h1, h2, . . . , hm) ∈ (Z(G))m then

(ρm)h(v1 ⊗ · · · ⊗ vm) = ρh1(v1)⊗ · · · ⊗ ρhm(vm)

= λh1(v1)⊗ · · · ⊗ λhm(vm)

= (λh1λh2 · · ·λhm)(v1 ⊗ · · · ⊗ vm).

Let H = {(h1, h2, . . . , hm) ∈ Z(G) : h1 · · · · ·hm = 1}. Thus H ≤ (Z(G))m hence H /Gm. By
the above calculation, we have (ρm)h = id for any h ∈ H, since λh1 · · · · · λhm = 1. Therefore
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H ⊆ ker(ρm). This means that we get a well-defined homomorphism ρ : Gm/H → GL(W⊗m)
defined by gH 7→ (ρm)g. Thus (W⊗m, ρ) is a representation of Gm/H. In fact this is also
irreducible. If V ≤ W⊗m is Gm/H-invariant, then it is also Gm-invariant. Thus by Theorem
34, dm | |Gm/H|, since dm = deg((W⊗m, ρ)) and |H| = km−1. So we have dm divides
nm

km−1 , or dmkm−1 | nm for all m. This implies that dk | n. To see why, suppose that

pα(p) ‖ d. Similarly, define β(p) and γ(p) so that pβ(p) ‖ k and pγ(p) ‖ n. Then we have
mα(p) + (m − 1)β(p) ≤ mγ(p) for all m, or m(α(p) + β(p) − γ(p)) ≤ β(p) for all m, so
α(p) + β(p)− γ(p) ≤ 0, as required. �

Definition 70. A representation (V, ρ) is isotypical if it is a direct sum of isomorphic irre-
ducible representations.

Example 30. If (V, ρ) is an arbitrary representation of finite degree and

(V, ρ) = (V1, ρ1)⊕ · · · ⊕ (Vk, ρk)

is its canonical decomposition, then (Vi, ρi) is isotypical.
Suppose that G is finite and N / G and (V, ρ) is a representation. Let (V, ρN) be the

representation restricted to N . Let

(V, ρN) = (V1, ρ1)⊕ · · · ⊕ (Vk, ρk)

be its canonical decomposition into isotypical components. Consider (V1, ρ1). It decomposes
as

(V1, ρ1) = (U ′1, σ
′
1)⊕ · · · ⊕ (U ′k1 , σ

′
k1

)

where the (Ui, σ
′
i) are all isomorphic and irreducible. In Assignment #7 Problem #1, we

will prove that ρg maps U ′1, . . . , U
′
k1

to isomorphic subrepresentations. We are applying this
claim here. The point is that ρg maps them all to the same isotypical component. Thus
ρg(V1) ⊆ Vj for some j. With some calculations, we can actually show that ρg(V1) = Vj.
Note that 1 is not special in this argument, so we have the following lemma.

Lemma 19. If G is a finite group and N / G and (V, ρ) is a representation of G of finite
degree, then for each g ∈ G, ρg permutes the isotypical components of (V, ρN).

34. November 25

Suppose G is a finite group, and N / G, and (V, ρ) is a representation of finite degree.
On November 24 we talked about how G acts on V1, V2, . . . , Vk, the isotypical components
of (V, ρN) by permuting them. Suppose that (V, ρ) is irreducible. Then the action of G on
{V1, V2, . . . , Vk} is transitive. Say, if θ is the orbit of V1 for every g ∈ G and ρg(V1) = Vig for
some ig. Then

⊕
g∈G

Vig is G-invariant.

Pick one of the components, say V1, and let H ≤ G be the stabilizer of V1 under this
action.i.e., H = {g ∈ G : ρg(V1) = V1}. By the orbit-stabilizer theorem, [G : H] = k and the
left cosets of H senD V1 to distinct Vi.

Let θ = ρH |V1 , so that (V1, θ) is the representation of H obtained from (V, ρ) by restricting
to H and V1. Thus the previous discussion shows that distinct left cosets of H send V1 to
distinct Vi, and since V is the direct sum of the Vi, we have that (V1, θ) induces (V, ρ). Also,
note that N ≤ H since V1 is N -invariant.
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Proposition 71. Suppose G is a finite group, N a normal subgroup, and (V, ρ) is an irre-
ducible representation. Then either one of the following claims holds:

(1) There exists:
(a) a proper subgroup H < G with N ≤ H
(b) an irreducible representation (W, θ) of H such that (V, ρ) = IndGH(W, θ)

(2) The restriction (V, ρN) of (V, ρ) to N is isotypical.

Proof. Let (V1, ρ1)⊕ · · · ⊕ (Vk, ρk) be the canonical decomposition of (V, ρN) into isotypical
components. If k = 1, then the second claim holds. So we will show that if k > 1, then the
first claim will hold. If k > 1, then the H constructed in the preceding discussion is proper.
So we need only show that (W, θ) is irreducible.

Suppose that V1 has a proper invariant space X. Define

X∗ =
∑
g∈G

ρg(X).

But since X∗ is G-invariant, we have

ρh(X
∗) = ρh

(∑
g∈G

ρg(X)

)
=
∑
g∈G

ρhρg(X) = ρhg(X) =
∑
g∈G

ρg(X).

Note that X∗ ⊆ X ⊕ V2⊕ · · · ⊕ Vk since X is properly contained in V1, and that ρg(X) ⊆ X
if g ∈ H. Also,

ρg(X) ⊆

{
Vi (i > 1)

ρg(V1) = Vi otherwise,

so (V, ρ) is not irreducible. �

Corollary 22. Suppose G is a finite group and A / G is abelian. If (V, ρ) is an irreducible
representation of degree d then d | [G : A].

Proof. We prove it by induction on |G|. If |G| = 1, then let K = ker(ρ).
Case 0. |K| > 1
Let G = G/K. Then (V, ρ) naturally gives an irreducible representation (V, ρ) on G.

Then A := AK/K is a normal subgroup of G. Since, by the Second Isomorphism Theorem,
A = AK/K ∼= A/(A ∩K), it follows that A is abelian. Since k > 1, we have |G| < |G|, and
we can apply induction to get

d | [G : A] = [G : AK] =
[G : A]

[AK : A]
,

so the claim follows.
If |K| = 1, then ρ is faithful/one-to-one.
Case 1. There exists H < G with A ≤ H, and an irreducible representation (W, θ) of H

such that (V, ρ) = IndGH(W, θ). Note that A / H, so by induction, |H| < |G|. We get that
dim(W ) divides [H : A]. Since dim(V ) = d = dim(W ) · [G : H], we have d | [G : H][H :
A] = [G : A].

Case 2. (V, ρA) is isotypical. Then (V, ρA) = (U1, σ1) ⊕ · · · ⊕ (Uk, σk) with the (Ui, σi) all
isomorphic to (U, σ). (U, σ) has degree 1, since A is abelian. So σa = λa for each a ∈ A.
The same is strue for (Ui, σi) so ρA is just multiplication by λa. It follows that ρa commutes
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with ρg for all g ∈ G. Since ρ is injective as a homomorphism from G to GL(V ), A ≤ Z(G).
Then by Theorem , d | [G : Z(G)], so d | [G : A] since [G : A] = [G : Z(G)][Z(G) : A]. �

35. November 27

Lemma 20. Suppose that G is a finite group, (W, ρ) an irreducible representation of degree
d, and χ is its character. Suppose G has a conjugacy class θ whose size is coprime to d.
Then for all g ∈ θ, either χ(g) = 0 or ρg is scalar.

Proof. Fix c = |θ| and g ∈ G and assume that χ(g) 6= 0. By Corollary 21, we know that if
α : G→ C is a class function whose values are algebraic integers, then

1

d

∑
h∈G

α(h)χ(h)

is an algebraic integer.
Let α be the class function

α(h) =

{
1 if h ∈ θ;
0 otherwise.

Then
1

d

∑
h∈θ

χ(h) =
c

d
χ(g)

is an algebraic integer. Choose s, t ∈ Z such that sc + td = 1, and scχ(g) + tdχ(g) = χ(g).
Divide by d:

s
( c
d
χ(g)

)
+ tχ(g) =

χ(g)

d
.

Thus χ(g)d−1 is an integral linear combination of algebraic integers, making χ(g)d−1 an
algebraic integer also. Let a1 := χ(g)/d. Then a1 = λ1 + λ2 + · · ·+ λd where the λi are the
eigenvalues of ρg. ρg satisfies the equation x|G| − I = O, so each λi is an n-th root of unity
where n = |G|. So

|a1| =
|λ1 + · · ·+ λd|

d
≤ |λ1|+ · · ·+ |λn|

d
= 1.

Since a1 is an algebraic integer, we can find a monic p(x) ∈ Z[x] which is the minimal
polynomial for a1. Let a1, . . . , ak ∈ C be the roots of p(x) and ζn = e2πi/n be a primitive n-th
root of unity, and let F = Q(a1, . . . , ak, ζn). Then F is the splitting field of p(x)(xn − 1).
Galois theory tells us that there is an automorphism of F (say σi) satisfying σ(ai) = ai, hence

σi(a1) = σi((λ1 + · · · + λd)/d) =

(
d∑
i=1

σi(λi)

)
/σi(d). Thus σi(λj)

n = σi(λ
n
j ) = σi(1) = 1.

So σi(λi) is an n-th root of unity, so |σi(λj)| = 1. Thus the same argument as before shows
that |ai| ≤ 1 for all i.

Since χ(g) 6= 0 and ai = χ(g)/d 6= 0, so ai = σi(ai) 6= 0. Hence a1a2 . . . ak 6= 0, but
±a1a2 . . . ak = cp(x) for some constant coefficient c, whichever is an integer. So |a1a2 · · · ak| ≥
1, but we also have |a1a2 · · · ak| ≤ 1, hence |a1a2 . . . ak| = 1. If |ai| < 1 then |ai′ | > 1 for
some i′, so |ai| = 1 for all i. Hence |χ(g)| = |a1d| = d. And since |λ1 + · · · + λd| = d, and
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each |λ1| ≤ 1, we have λ1 = λ2 = · · · = λd. Hence ρg is a scalar. Thus, in a suitable basis
we have

ρg


λ1 0

λ2

. . .
0 λd

 = λ1I,

as required. �

36. December 1

Lemma 21. If G is a finite group and (W, ρ) irreducible rep such that d = dim(W ) and
χ = char(W, ρ) and θ a conjugacy class of G satisfying gcd(|θ|, d) = 1, then for all g ∈ θ
either χ(g) = 0 or ρg is scalar.

Corollary 23. Suppose that G is a finite non-abelian simple group, and suppose also that θ
is a conjugacy class such that θ 6= {1}. Then |θ| is not a prime power.

Proof. Since G is non-abelian simple group, we have Z(G) = {1}. Assume also that |θ| = pc

where p is a prime and c > 0. Let rG be the character of the regular representation of G.
We know that

rG =
k∑
i=1

diχi,

where (W1, ρ1), . . . , (Wk, ρk) are the irreducible representations dim(Wi) = di and char(Wi, ρi) =
χi. Also,

rG(g) =

{
|G| if g = 1

0 otherwise.

Assume that (W1, ρ1) is these trivial representation of degree 1. So d1 = 1 and χ1 ≡ 1. Fix
g ∈ θ. Then

0 = rG(g) = 1 +
k∑
i=2

diχi(g).

So either p | di or χi(g) = 0.

Claim. For i = 2, 3, . . . , k, if χi(g) 6= 0 then p | di.

Proof of the claim. Assume that p - di. Note that gcd(|θ|, di) = 1 since |θ| = pc. So by
Lemma 21, either χi(g) = 0 or (ρi)g is a scalar. Assume that χi(g) 6= 0. Then (ρi)g is scalar.
So (ρi)g commutes with (ρi)h for all h ∈ G.

Consider (ρi)g : G→ Wi, and let N = ker(ρi)g. Note that N 6= G, since (Wi, ρi) is not the
trivial representation. So these simplicity implies that N = {1}. Hence (ρi)g : G ∼= im(ρi)g.
Since (ρi)g commutes with (ρi)h, we see that g commutes with all h ∈ G, hence g ∈ Z(G) =
{1}. Hence g /∈ θ, a contradiction. The claim follows. �

The claim implies that if p - di then χi(g) = 0. Equivalently, if χi(g) 6= 0 then p | di.

−1 =
k∑
i=2

diχi(g) =
∑

2≤i≤k
χi(g) 6=0

diχi(g) =
∑

χi(g)6=0

peiχi(g),
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where ei := di/p ∈ Z. Divide by p to get

−1

p
=
∑

χi(g)6=0

eiχi(g),

so the right-hand side is an integral combination of an algebraic integer, but the left-hand
side is not an algebraic integer, a contradiction. This completes the proof. �

Theorem 17 (Burnside’s pq theorem, version I). If |G| = paqb for p, q distinct primes, then
G is not a simple group.

Proof. Suppose G is simple. Let P ≤ G be a Sylow p-subgroup. Then |P | = pa. We know
that Z(P ) 6= {1}. Pick a non-identity element g ∈ Z(P ). Let O be the conjugacy class of
g in G. By the orbit-stabilizer theorem, |θ| = [G : CG(g)], where CG(g) := {h ∈ G : hg =
gh} ⊇ P denotes the centralizer of g in G. Thus [G : P ] = qb so [G : CG(g)] = qγ for some
γ ≤ β. Therefore [G : CG(g)] = |θ| and this contradicts Corollary 23. �

Definition 72. A finite group G is solvable if there exists a chain of subgroups G = N0 .
N1 . · · · . Nm = {1} such that Ni/Ni+1 is abelian for all i.

Theorem 18 (Burnside’s pq theorem, version II). If |G| = paqb with p and q primes, then
G is solvable.

Proof. The proof is by induction on |G|. G is not simple, so there exists at least one N such
that {1} < N / G such that N 6= G. By induction, N and G/N are both solvable. �
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